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Sommario

Un buon modello di una rete stradale è uno strumento fondamentale per il pro-
getto di misure di controllo del flusso del traffico, per la pianificazione di lavori
stradali, e per la modifica della struttura della suddetta rete di traffico stradale. Il
modello, infatti, è quindi utilizzato per la simulazione del traffico in tali condizio-
ni sconosciute, affinché gli effetti sul traffico delle modifiche possano essere valutati.

Affinché il modello possa essere utilizzato per questi scopi, è necessario eseguire
la calibrazione dei suoi parametri e quindi validare i risultati ottenuti. Il processo
di calibrazione determina i valori dei parametri del modello che permettono di ot-
tenere il miglior adattamento tra le uscite del modello (dopo una simulazione del
traffico) e le misure reali. Il processo di validazione valuta se i parametri ottenuti
nel processo di calibrazione forniscono una buona corrispondenza tra le misure
reali e le uscite delle simulazioni eseguite con scenari differenti da quello utilizzato
per la calibrazione.

Questo lavoro di tesi consiste nel costruire tramite Paramics (un software per
la simulazione su scala microscopica del traffico) il modello di una porzione ret-
tilinea di 10 chilometri dell’autostrada A12 situata nei Paesi Bassi: su tale rete
verrà simulato il comportamento di ciascun veicolo. Dopo la costruzione del mo-
dello, i suoi parametri verranno calibrati tramite diverse tecniche di ottimizzazione
(programmazione non lineare, algoritmi genetici, metodi diretti). Infine, il model-
lo ottenuto verrà validato, affinché esso possa, in seguito, essere utilizzato come
banco di prova per il progetto di tecniche di controllo del traffico.
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Abstract

A good model of a traffic network is a fundamental tool for the design of control
measures of the traffic flow, for the planning of road works, and for the modifica-
tion of the structure of the given traffic network. The model, in fact, is then used
for the simulation of the traffic behavior in these unknown conditions, in order to
evaluate their effects on the traffic flow.

In order for the model to be used for these purposes, it is necessary to perform the
calibration of its parameters and to validate the result. The process of calibration
determines the values of parameters of the model that yield the best approxima-
tion or fit between the model outputs and the actual measurements (e.g., provided
by the detector loops). The process of validation evaluates whether the param-
eters obtained in the calibration process provide a good correspondence between
the actual measurements and the outputs of the simulation when performed for
different scenarios.

This MSc project deals with constructing the Paramics model, which is a mi-
croscopic traffic simulation model, in which individual vehicles are modeled, of
a 10 km stretch of the A12 highway in The Netherlands. Then, the model pa-
rameters will be calibrated by means of different optimization techniques (such as
constrained nonlinear programming, genetic algorithm, and pattern search). At
last, the resulting model will be validated, so that the model can afterwards be
used as a test bench for control traffic design.
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Chapter 1

Introduction

The Dutch traffic network is, already since some years, now inadequate to sustain
the current traffic demand. Moreover, it will be totally incapable of satisfying the
future traffic demand, which is predicted to be growing strongly. For this rea-
son, a partial reorganization of the above-mentioned network is in operation, so
that it will be capable of satisfying the traffic demand for decades to come [16, 17].

The scheduling of the works is assisted by simulation software; with these in-
formation media it is possible to model the part of the network of interest and to
simulate the behavior of the vehicles. In this way it is possible to predict the effects
of the changes that are going to be performed. Of course, so that the prediction
will be reliable, the model of the network should be as much as possible similar to
the real network.

At this point, the procedures of model calibration and validation enter the scene.
The first one enables to determine the model parameters so that a strong corre-
spondence will exist between actual traffic measures and the same ones calculated
by the traffic simulator. The second one allows to eventually state that the pa-
rameters found in the calibration procedure could be really usable for the model
simulation.

This project deals with the modeling of a 10 kilometres stretch of the A12 highway,
in the proximity of the city of Utrecht, and, in particular, with the calibration and
the validation of this model. In order to perform the modeling of this network,
the software Paramics (developed by Quadstone Limited) has been used, while for
the parts regarding the processes of calibration and validation both Paramics and
Matlab (developed by The MathWorks) have been employed.



2 Introduction

1.1 Overview

This is the content of the next chapters.

Chapter 2 is an introduction to the problem of modeling and control of the traffic
on highways. Some measures of control for managing the flow of vehicles are pre-
sented, and different typologies of traffic modeling software are illustrated. Chapter
3 explains the ideas of calibration and validation, showing also the mathematical
methods (in particular the optimization techniques and the measures of fitness)
involved in these two processes. In Chapter 4, the case study network and its
Paramics modeling are described in details. Chapter 5 illustrates how the algo-
rithm for the calibration and the validation of the Paramics model of the traffic
network has been developed. In Chapter 6 the results of the simulations, executed
by means of the above-mentioned algorithm, are presented. Finally, Chapter 7 re-
ports the conclusions on this project and some ideas for related future researches.



Chapter 2

Traffic Flow Modeling and
Control

In this chapter the underlying notions about traffic flow modeling and control will
be discussed briefly.

2.1 Actual Network Situation

The Dutch network is no more able to satisfy the more and more increasing traffic
demand, as it is happening worldwide (Figure 2.1). In the Netherlands, in par-
ticular, since 1990 there have been a strong increase of the traffic demand, that
is going to grow further in the next years (Figure 2.2). Thus it is necessary to
apply some changes, enhancing the capacity of the network, with special care at
strategic points (e.g., intersections): crossroads, on-ramps, and off-ramps belong
to this category. In fact, in the nearness of these zones the traffic jams, that are

Figure 2.1: Highway congestions in Los Angeles and Sydney.
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Figure 2.2: Density of vehicles (freight and passenger traffic) on the Dutch main
(MRN) and underlying (URN) networks, normalized with year 2000 [11].

obviously an indication of the network deficiency, are more likely to occur. The
matter is that, during the progress of the works, it will be necessary to close roads
or lanes, or parts of them. The discomfort for drivers is going to be, for a some
time, even worse compared to the actual condition.

2.2 Traffic Flow Control

In order to reduce a similar unpleasantness, it is possible to apply some appropriate
control methods, based for example on Model Predictive Control [4, 9]. Prior
to that, we obviously need to have a mathematical model of the system (that
should be calibrated), to know which are the relevant variables, to find a way for
measuring them, to transfer these data to a controller, and finally to make the
designed control strategy work.

2.3 Traffic Flow Sensors

The main variables [28] that allow the traffic status to be described in the net-
work are, for example: the traffic flow (veh/h), which measures the number of
vehicles that pass through a road (or a lane); the mean speed (km/h) of the
vehicles flow; the traffic density (veh/km/lane), which measures how many ve-
hicles, for every kilometer, take up a lane; the occupancy, that is the relative time
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Figure 2.3: An example of the fundamental diagram, that represents the relation-
ship between the flow and the density of the vehicles in a section of a highway.

(in percentages) during which the traffic sensor is detecting a vehicle; the time
headway (h) and the distance headway (km) between vehicles, etc. An exam-
ple of the relationship between the traffic flow and the traffic density is depicted
in Figure 2.3: the plot is known as the fundamental diagram of the highway traffic.

These values could be measured or derived by means of various sensors [1, 2, 13, 29]
(Figure 2.4). The one which is mainly used is the inductive loop; it is a device,
placed just under the pavement, capable to detect the passage of vehicles thanks
to a frequency shift. The double loop configuration allows the traffic engineer to
obtain more accurate measurements, and in particular it enables the calculation of
the vehicles length, and so it is possible to distinguish between a car and a truck.
The traffic cameras are another especially used device. They are positioned over
the motorway (for example on a overpass) and they send their images to a pro-
cessor which is capable, by means of a recognition algorithm, to count how many
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(a) Scheme of an inductive loop. (b) Traffic camera.

Figure 2.4: Some traffic flow sensors.

and which sort of vehicles pass through the highway. The accuracy is larger than
the one provided by inductive loops, except in the event of bad weather conditions
because the pictures will be corrupted and so they will be hardly analyzable by
the recognition algorithm. The cheapest sensor is the pneumatic tube: it is laid
down directly on the asphalt and recognizes the pressure produced within by the
transit of the vehicle. Unfortunately, these devices wear down very quickly, and
so they are available only for short-term operations. Their useful characteristic is
the installation readiness, and so it is possible to perform various measurements
with the same tube in different workspaces and in a brief time.

The distributed sensors over the network can be linked with a centralized con-
troller or with more distributed controllers, depending on the network topology
and on the sort of control method implemented. However, although nowadays data
transmission from sensors to controllers is not liable for errors anymore, the same
sensors may not be totally reliable, and so they could send wrong or incomplete
data. Therefore it is necessary to take into account this eventuality, and to develop
techniques that are able to detect errors and to estimate the missing data.

2.4 Traffic Control Actuators

Control strategies are put in practice by means of one or more techniques (Fig-
ure 2.5). Between these, we have the so-called peak lanes (which are lanes that
are opened or closed depending on the actual traffic demand), tidal flows [31] (one
or more lanes are opened downstream or upstream depending on the traffic de-
mand), speed harmonization (an automatic system that gives advice to drivers
about the cruising speed to follow for avoiding the creation of traffic jams), intelli-
gent speed adaptation systems [5, 26] (which suggest to drivers the maximum
speed to follow depending on traffic state, weather, inter-vehicles distance, etc.),
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(a) Tidal flow lane in the Netherlands. (b) Variable speed limits in Germany.

(c) Electronic road pricing in Singapore. (d) Ramp metering in the Netherlands.

Figure 2.5: Some measures for controlling the traffic flow of vehicles in the high-
ways.

electronic road pricing (the road toll is raised if the transit in a particular road
is advised against), traffic re-routing (it consists in suggesting an alternative
route, if available, in order to distribute more fairly the vehicles on the network),
ramp metering [33] (where traffic lights limit the number of vehicles entering
the highway) and traffic signals (used principally in urban networks). The first
three control strategies are mostly used in the United States, while the others are
applied world-wide.

2.5 Modeling Software

Simulation software is used for predicting the results of a given control strategy.
With these software packages it is possible to model the network (even in the
smaller details) and to verify the performance of the control action. The benefits
of simulation are manifold: it allows the engineer to investigate the reliability and
the performance of the control strategy before it will be put in practice, and it is
cheaper than a field test, which usually is not even practicable. In fact we are not
interested in simulating the traffic behavior in an existing network, because the
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required data can be more easily gathered via field measurements.

Simulation is therefore used to predict the traffic status in unknown circumstances;
for example, it would be useful to find out the degree of discomfort caused by the
closing of a lane or by a road accident, to know how much the vehicle flow will
improve thanks to a roadway enlargement, or how effective a control strategy is.
Simulation is also used as a planning tool, because its results could be helpful
during the elaboration of a control strategy. The reliability of a simulator could
be quantified depending on its ability to yield results similar to the actual ones.
Amongst several traffic simulation software [22], the main ones are, in alphabeti-
cal order, Aimsun, Contram, Corsim, Cube Dynasim, Dynasmart, Freflo, Kronos,
Linsig, Lisa+, Netsim, Paramics1, Saturn, Simtraffic, Transims, Transyt, Vissim.

2.6 Traffic Models Classification

Commercially there exists a wide variety of software packages capable to model
a network and to simulate the flow of vehicles on it. Similar models could be
distinguished depending on four different classifications: the physical interpreta-
tion, the level of detail, the deterministic or stochastic nature, and the discrete or
continuous nature of the model [3, 15, 22].

2.6.1 Physical Interpretation

There exist three types of models [24], noticeable depending on the kind of re-
lationships between system inputs and outputs. The white box modeling is
characterized by well-known relationships between the inputs and the outputs, as
well between the different internal states of the system. This sort of modeling is
also called deductive approach. The black box modeling owns its name to the
fact that the relationships between inputs and outputs are unknown. The engineer
has to accomplish the identification of these relationships and has to build an ap-
proximate model of the network. The grey box modeling is obviously a tradeoff
between the two previous models; generally speaking, the form and the structure
of the equations is known, but some parameters need to be calibrated in order to
obtain a strong fit between the measured outputs and the simulated outputs, on
the same inputs.

1There are two distinct products which share the name of Paramics, and they are separately
developed by SiAS and Quadstone.
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2.6.2 Level of Detail

A distinction between models could be carried out also depending on how detailed
they are [18]. Microscopic models (e.g., Aimsun, Corsim, Paramics, Vissim)
have a very high level of detail; in fact they consider the characteristic of every
single vehicle and their mutual interactions. All that involves therefore a partic-
ular burden in computation, but for the current processors it is not a problem
calculating such simulations and at the same time displaying as an animation the
traffic flow in the network. The latter characteristic is particularly useful because
it allows the traffic engineer to have an instantaneous feedback about the con-
trol strategy, without the additional burden of necessarily analyzing the numerical
outputs of simulation. Macroscopic models (e.g., Saturn, Transyt) are those
with the lower level of detail, and so they are used for describing very large net-
works. These models represent the traffic by means of aggregate variables, such
as the flow, the density, and the mean speed, and therefore they do not allow the
behavior of every single vehicle to be analyzed in the same way as microscopic
models. Finally, the mesoscopic (e.g., Contram, Transims) models turn out to
be a tradeoff between microscopic and macroscopic models. Usually they describe
the behavior of groups of vehicles and hence they are suitable for larger networks
than those simulated with microscopic models.

2.6.3 Deterministic or Stochastic

Deterministic models (e.g., Dynasmart, Freflo) are characterized by a determin-
istic input-output relationship. Then, every time a simulation is executed with
the same inputs, the outputs will be obviously identical. This will not occur in
stochastic models (e.g., Netsim, Paramics, Vissim) because they contain at least
a stochastic variable which is described by a statistical distribution. Even using
the same inputs, the outputs of different simulations will be always mutually differ-
ent, and so it is necessary to perform a sequence of runs in order to draw valuable
conclusions.

2.6.4 Discrete or Continuous

Almost all traffic models are discrete, because the time and space independent
variables are discretized in order to be managed by computers and, therefore,
to be numerically solved by means of simulation. Continuous models are not
appropriate to be simulated, because they are too much complex to be analitycally
solved, in particular if the size of the network is large.



10 Traffic Flow Modeling and Control

Figure 2.6: Screenshots from Paramics Modeller V6.

2.7 The Paramics Simulation Model

The stretch of the A12 highway will be modeled with the software Paramics [34],
developed by the Scottish company Quadstone Limited. Paramics traffic models,
according to the previous categorizations, are grey box, microscopic, stochastic
and discrete. Paramics is also indicated among the best commercially microscopic
simulators [7]; in fact it is characterized by a set of modules, and each of them per-
forms a particular role [36]. The main module is Modeller (Figure 2.6), because
it deals with the building of the model and with the traffic flow simulation. The
module Processor, thanks to an innovative graphical interface, allows the model
parameters to be easily set and, in particular, to determine how to modify, run
after run, the parameters of interest. Analyser is the tool that allows the sim-
ulation outputs to be graphically displayed and to be statistically analyzed. The
module Programmer is specialized in the customization of many model charac-
teristics, for example the tuning of the behavior parameters of the vehicles and the
replication of actual conditions. Finally, Monitor is specific for the calculation of
the pollutant emission level caused by the traffic in the study network.

As a mathematical model, Paramics needs certain inputs in order to produce
its outputs (Figure 2.7). Generally speaking, these inputs consist of the layout
and the description of the network, the (statistical or deterministic) distribution
in time of the number of vehicles that enter the network (demand) and their sup-
posed route within the network, the parameters that describe the characteristics
of the vehicles (type, dimensions, maximum speed and acceleration, etc.) and
the behavior of their drivers (aggressiveness, awareness, etc.), and the technical
parameters for the simulation (seed, simulation step, etc.). All these inputs allow
Paramics to simulate the traffic flow of the vehicles and, therefore, to obtain the
measurements that characterize the traffic flow (mean flow, speed, and density of
the vehicles, etc.), minute by minute, through the detector loops placed along the
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model network.

2.8 Summary

In this chapter some ideas about the traffic flow control have been introduced. The
main variables that describe the traffic in a network are the traffic flow (veh/h),
the mean speed (km/h) and the traffic density (veh/km), that could be measured
by means of inductive loops, traffic cameras and pneumatic tubes. The traffic
control strategies could be applied by means of various methods: peak lanes, speed
harmonization, intelligent speed adaptation systems, electronic road pricing, ramp
metering. A prediction of the effects yielded by the selected control measures is
achievable by means of a traffic simulation software, that could be able to reproduce
the real flow of vehicles with good approximation.



12 Traffic Flow Modeling and Control



Chapter 3

The Processes of Calibration and
Validation

Calibration and validation procedures [14, 19, 35, 37, 38] are essential if some
guarantee about the model fit with the real network and, therefore, about the
reliability of the simulation outputs is needed. In fact, models are only an approx-
imation of what happens in reality (in this case study, models are a mathematical
approximation of the networks and of the behavior of the drivers).

A generic procedure for calibrating and validating a model is the following. Initially
it is necessary to gather as much field data as possible, concerning the network and
its traffic. As the model has been developed, an estimation of its parameters needs
to be performed. These parameters have to be corrected by means of calibration.
In the end, model validation is executed to check the capacity of the model in
correctly predicting the traffic behavior with different sets of inputs, which have
not been used in the calibration process. If the validation outcome is positive, it
is possible to assert under which conditions the model could be successfully used.

3.1 Calibration

Paramics is capable of modeling the drivers behavior, the criteria that rule the
choice of the route, and the origin-destination (OD) matrix. These three models
have to be calibrated [10] and validated.

Since the model is a statistical model, the estimation of the number of runs to
execute in order to obtain helpful results has to be done. Then the variance of
the model has to be known, and so it is necessary to execute a certain number
nt of trial runs to determine this value. When the variance has been obtained, it
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is time to determine how many simulation runs should be executed; from these
simulations can be drawn the data that will enable the model calibration. The
number of simulation runs could be estimated by the following formula [8, 23, 39]:

nr ≥

(

tα/2
σ

µǫ

)2

where µ and σ are, respectively, the estimate of the real mean value µ and of
the real standard deviation σ of the selected output of the simulation (e.g., flow,
speed), both obtained by means of nt trial runs; tα/2 is the distribution threshold
value for a confidence interval of 100(1 − α)% and ǫ is the maximum allowable
percentage error of the estimated mean value µ.

The driver behavior model includes the car-following and the lane-changing mod-
els: both need to be calibrated for every zone of the network. On the other hand,
the route-choice model needs to be calibrated for the overall network. Regard-
ing the OD matrix, its estimation (or a simple adjustment, if the source that has
provided the OD matrix is reliable) could involve several sub-steps, and it could
be done after the calibration of the car-following and the lane-changing models.
Usually we are interested in calibrating the traffic network during the peak hours,
but in order to achieve a better result it is best to run the simulation over a longer
time interval (for example, from an hour before to an hour after the peak hours).

In practice, a model calibration consists in the search for the best values of the
model parameters. The goal is to minimize the difference between the observed
outputs and the simulated outputs. The objective function could be as follows:

z =

n
∑

i=1

|yi − θi|
u

where yi is the simulated output, θi is the observed output (i.e., the queue length,
the travel time, the density, or the speed), u is a positive integer (usually u = 2),
while n is the number of measurements, and i is the time index. Obviously θi is
function of the model parameters, and so it is more proper to turn this dependence
into an explicit one, writing θi = θi(x1, x2, . . . , xm), being m ≤ mr the number of
parameters that needs to be calibrated: m is not necessarily equal to the number
mr of model parameters, because that number could be too high, or some of those
parameters could have less sensitivity compared to others and hence they could
be dismissed to lighten the computational complexity. The minimization of such
functions could be therefore obtained by means of optimization algorithms (as in
the case of sequential quadratic programming and genetic algorithms [21, 25]).
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3.2 Optimization Techniques for Calibration

In this section the ideas of sequential quadratic programming, genetic algorithm
and direct search are presented.

3.2.1 Sequential Quadratic Programming

Sequential quadratic programming (SQP) [6] is an efficient method for solving
nonlinear bounded optimization problems with smooth objective function. The
most general form of such problems is:

minimize z = f(x)
subject to: gi(x) = 0 i = 1, . . . , me

gi(x) ≤ 0 i = me + 1, . . . , m
xl ≤ x ≤ xu

where the vector of the model parameters x = [x1, x2, . . . , xn]T , the objective func-
tion to be minimized f(x), the m equality and inequality functions gi(x), and the
lower and the upper bounds of parameters xl and xu are shown.

The basic idea of SQP (which is an iterative algorithm, as its name suggests), is
the modeling of the nonlinear problem into a quadratic programming sub-problem,
for every step k; a new starting point could be obtained from its solution xk, in
order to implement a new sub-problem that will yield a new solution xk+1, which
hopefully is going to be more accurate than the previous one. While iterating
the algorithm, a sequence of solutions is generated; this sequence should converge
towards an optimum x∗.

Two relevant characteristics of this method are that the SQP does not need a
feasible starting point (both for the first and for the other iterations). This is
a real strong point, because usually in nonlinear problems the task of finding a
feasible point may be nearly computationally as hard as the resolution of the opti-
mization problem itself. The second property is the existence of fast and accurate
algorithms for the solving of quadratic programming problems, thus making the
whole procedure viable.

Given a generic optimization problem, the main idea is to build a quadratic pro-
gramming sub-problem, which rests upon a quadratic approximation of the La-
grangian function:

L(x, λ) = f(x) +
m

∑

i=1

λi · gi(x)
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where λi are estimations of the Lagrange multipliers. The constraints of the latter
are obtained while linearizing the nonlinear ones. To obtain the sub-problem
objective function, it is necessary to calculate the Hessian matrix of the scalar
values function f(x), the components of which are defined as follows:

Hi,j =
∂2f(x)

∂xi∂xj

At every step k, the shape of the sub-problem is:

minimize 1
2
dTHkd + ∇f(xk)

Td

subject to: ∇gi(xk)
Td + gi(xk) = 0 i = 1, . . . , me

∇gi(xk)
Td + gi(xk) ≤ 0 i = me + 1, . . . , m

Such problems are solved by any algorithm for quadratic programming; from its
solution, a new iterate is calculated:

xk+1 = xk + αkdk

where the parameter αk is selected in order to produce a sufficient decrease of an
appropriate merit function.

At each iteration, the Hessian matrix is usually updated (in the Matlab imple-
mentation of the algorithm) according to the BFGS method [27]:

Hk+1 = Hk +
qkqT

k

qT
k
sk

−
HT

k Hk

sT
k
Hksk

where:

sk = xk+1 − xk

qk = ∇f(xk+1) +
∑n

i=1 λi · ∇gi(xk+1) − (∇f(xk) +
∑n

i=1 λi · ∇gi(xk))

3.2.2 Genetic Algorithms

Genetic algorithms [12, 32] are adaptive methods that could be used for solving
research and optimization problems, in particular when it is difficult to find a so-
lution with the classical methods. It is a robust method, which could be successful
where other techniques fail (e.g., if they find multiple local minima). Genetic
algorithms do not guarantee the finding of an optimal solution, but usually they
do not have any trouble in finding an acceptable solution in a relatively short time.

The working of a genetic algorithm is the following. Given a population of indi-
viduals, each one representing a possible solution of the problem and characterized
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with a fitness score, the algorithm selects the best individuals and gives them the
chance to procreate. This way, the offsprings are going to have, with a high prob-
ability, a better genetic equipment, and so forth for the next generations. If the
algorithm has been well designed, the population will converge towards the optimal
solution of the problem. The genetic features of each individual are equivalent to a
parameter set of the model, and so to each gene one of these parameters is linked.
The objective function f(x) to be minimized is calculated based on the model pa-
rameters. The fitness score of each individuals i is compared with that of the other
population members: in fact, given the objective functions f(x(i)) for each indi-
vidual and given its mean value for the whole population fA(x), the fitness score
of the individual is given by the ratio between these two values. The algorithm
selects, in a probabilistic fashion, the best individuals and it performs a cross-
over of their genetic dowry in order to create a new population. After cross-over,
sometimes a gene mutation could be executed (usually with a low probability).
By means of mutation one or more genes of the individuals are modified, in or-
der to obtain further alterations of the genetic features: these changes could be
hard to happen performing solely the cross-over. The procedure is iterated until
the algorithm finds the optimal solution or until the maximum number of steps is
reached.

3.2.3 Direct Search Methods

Direct search methods [20] are unconstrained optimization techniques that do not
explicity use derivatives1. They are an effective option, and sometimes the only
option, for several varieties of difficult optimization problems.

A simple example of direct search method could be found in the so-called al-
gorithm of compass search, that could be exemplified as follows for a minimization
problem with two variables. From a starting point (x0, y0), move one step respec-
tively to north (x0, y0 +k0), south (x0, y0−k0), east (x0 +k0, y0), west (x0−k0, y0),
and calculate the objective function in these points. If one of these steps yields
a reduction in the function, the point relative to the maximum improvement be-
comes the new iterate (x1, y1). If none of these steps yields improvement, try again
with steps half as long (k1 = k0/2).

Such methods are easy to describe and easy to implement (as it could be seen
with the compass search method), and usually they make rapid progress toward
the solution. On the negative side, when the iterates are near a minimizer will
only become apparent as the algorithm reduces the length of the trial steps. That

1As fmincon, for example.
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is, the algorithm may quickly approach a minimizer, but it may be slow to de-
tect this fact: this is the price of not explicitly using gradient information, and
so, the asymptotic rate of convergence could be slow2. Nonetheless, slow asymp-
totic convergence rates are not necessary an issues, especially in the context of
the problems to which direct search methods are the most applicable. A com-
mon situation in practice is that one wants improvement rather than full-blown
optimality. The user’s goal may be only one or two correct digits, either because
this is good enough for the application, or else because the values that can be
obtained for the function to be optimized are sufficiently inaccurate that seeking
higher accuracy from a solution would be pointless. Furthermore, direct search
methods have limitations concerning the number of variables: they are best suited
for problems with a small number of these (even if they have been successfully
used on problems with a few hundred variables).

Direct search methods are especially suitable for simulation-based optimization
problems3. In such situations, a computer simulation must be run, repeteadly,
in order to compute the various quantities needed by the optimization algorithm.
Each simulation may in turn involve the execution of several indipendent programs
in sequence, such as a geometry generator, a mesh generator, and a partial differ-
ential equations solver. Furthermore, the resulting simulation output must then
be post-processed to arrive finally at values of the objective and contraints func-
tions. These complications can make the obtaining of the derivatives for gradient-
based methods at the very least difficult, even when the underlying objective and
constraint functions are smooth (i.e., continuously differentiable). Since the asso-
ciated functions are not expressed in algebraic or analytical form, the computed
results may resemble the plot in Figure 3.1, characterized by low amplitude and
high-frequency oscillations. Such oscillations could diminish with successive adap-
tations, but the computed objective never becomes smooth, even near the mini-
mizer. In this example, derivative estimates with a small finite-difference interval
are wildly inaccurate. In general, features such adaptive algorithms, if-then-else
logic, stopping tests in iterative schemes inside the simulation, and the inevitable
effects of floating point arithmetic are among the culprits that cause smooth prob-
lems to appear to be nonsmooth.

2Direct search methods are, in a precise sense, asymptotically slower than the steepest descent
method.

3Simulation-based optimization problems are deemed as the methodology in which complex
physical systems are designed, analyzed, and controlled by optimizing the results of computer
simulations.
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Figure 3.1: Exemplificative plot for the objective function of a complex simulated-
based optimization problem.

3.3 Validation

The validation [38] of a model assesses the accuracy of its outputs and it is nec-
essary if the model has to be used for prediction. Usually validation is executed
comparing the measured outputs with the simulated outputs (obtained with the
parameters generated by the calibration process) using a different set of inputs,
which has not been used within the calibration procedure. If the difference be-
tween these outputs is relatively low (to be more precise, if it is lower than a certain
threshold value for which the engineer could consider himself satisfied) for a large
amount of simulation runs, the traffic flow model is deemed as validated. If this
is not the case, it will be necessary to repeat the calibration and validation process.

Another common technique used for validation is the so-called dual sampling
scheme [38]. According to this method, given two set of inputs, at the begin-
ning the model is calibrated with the first set and is validated with the second,
and then it is calibrated with the second set and is validated with the first one.
So two groups of parameters are obtained, and the ultimate set could be obtained
by finding a tradeoff between the two (e.g., by the calculation of the mean value).

To quantify the performance of the outcomes, various error measurement methods
could be used, such as the Root Mean Square Percentage Error (RMSP ), the
correlation coefficient (r), and Theil’s inequality coefficient (U) [19].
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3.4 Measures of Fitness

Amongst the measures [19] used to estimate the fit between the simulation outputs
and the actual measurements, there is the Root Mean Square Percentage
Error (RMSP ) which provides a good estimate of the total percentage error
between the measured values yi and the simulated values θi. It is defined as:

RMSP =

√

√

√

√

1

n

n
∑

i=1

(

θi − yi

yi

)2

This method should be avoided when yi ≈ 0, because it might yield numerical
problems (e.g., division by zero, overflow).

The correlation coefficient r, which measures the strength of the linear as-
sociation between the actual yi and the simulated θi traffic measurements, is:

r =
1

n − 1

n
∑

i=1

(θi − θ)(yi − y)

σθσy

where y and θ are the mean values, σy and σθ are the corresponding standard de-
viations, n is the number of measurements, and i is the time index that indicates
at which instant the measurement has been performed.

A more efficient goodness-of-fit measurement is Theil’s inequality coefficient,
because it is more sensitive and accurate than the previous two. It is defined as
follows:

U =

√

1
n

∑n
i=1 (yi − θi)

2

√

1
n

∑n
i=1 y2

i +
√

1
n

∑n
i=1 θ2

i

The square root of the numerator could be decomposed in three terms:

1

n

n
∑

i=1

(yi − θi)
2 = (y − θ)2 + (σy − σθ)

2 + 2(1 − r)σyσθ

Three more parameters could be drawn from Theil’s coefficient U ; these values
evaluate different aspects of the error between simulated and actual data: Um is
the bias proportion (a measure of systematic error4, that could be used for discov-
ering potential errors in the counting of vehicles); Us is the variance proportion (a

4Systematic errors are biases in measurements which lead to measured values being system-
atically too high or too low. They always affect the results of a simulation in the same direction,
and they are caused by the environment and by the employed instruments.
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measure of the ability of the simulated measurements to replicate the fluctuation
in the actual measurements), and Uc is the covariance proportion (a measure of
unsystematic error5). These parameters are defined as:

Um =
n(y − θ)2

∑n
i=1 (yi − θi)

2

Us =
n(σy − σθ)

2

∑n
i=1 (yi − θi)

2

Uc =
2n(1 − r)σyσθ
∑n

i=1 (yi − θi)
2

and it could be easily realized, from the equation that shows the decomposition of
the square root of the numerator of U in three terms, that Um + Us + Uc = 1.

3.5 Summary

In this chapter the ideas of calibration and validation of a traffic network model
(which include the car-following and the lane-changing models) have been pre-
sented. The process of calibration consists, basically, in the estimation of the
model parameters in order to minimize an objective function: the minimization
task is performed through optimization algorithms (e.g., sequential quadratic pro-
gramming and genetic algorithms). Finally, the model could be considered val-
idated if the measure of fitness (e.g., Theil’s inequality coefficient) associated to
the calibrated parameters satisfies certain conditions.

5Unsystematic errors represent the unavoidable statistic fluctuation between the mean amd
the single measurement. They are caused by unknown factors, and/or by known but no removable
factors.
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Chapter 4

Description and Modeling of the
Traffic Network

4.1 Network Description

The traffic network under examination is a simple 10 kilometres stretch, being
part of the A12 highway between the sites of Veenendaal and Maarsbergen, in the
province of Utrecht, The Netherlands (Figure 4.1). The A12 highway starts from
the city of Den Haag, passes by the cities of Utrecht and Arnhem, until it arrives
at the German border. From there, the highway continues, but under a different
name. It should be specified that the traffic flow of this stretch will be modeled
only for the east-west direction, that is from Arnhem to Den Haag.

Figure 4.1: Traffic network in the surrounding of Utrecht ( c©2007 GoogleTM).
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This segment of highway has been chosen due to the absence of any kind of inter-
sections with other roads for 10 kilometres, meaning that there are as few on-ramps
and off-ramps as possible. This particular configuration is a good case study in
order to test on the network new and improved control measures. The area at
issue is, also, one of the more congested in The Netherlands, because it is densely
populated, in particular during the peak hours.

The aim of this project is to create an algorithm which could be able to cali-
brate and validate the Paramics model of a traffic network. The simplicity of this
network should also enable an easy modeling, while the frequent traffic jams are
a necessary condition if we want to test control measures which are going to be
applied during congestions. Unfortunately, after this network has been chosen for
the project, the presence of a petrol station has been discovered just in the middle
of the stretch, introducing one off-ramp and one on-ramp. Thus, the flow of the
vehicles in the highway is perturbed by the vehicles that, stopping for a lay over,
enter and exit the service station. In particular, the vehicles entering the highway
from the on-ramp, adding up to the already strong flow of vehicles in the main
stream, could cause congestions and traffic jams.

4.1.1 Details

The traffic network that is going to be modeled is the segment of A12 highway
(Figure 4.2), starting at km 91 (after the intersection near Veenendaal) and end-
ing at km 81 (before the intersection near Maarsbergen). Only one direction will
be regarded (the one from Veenendaal to Maarsbergen) because there the traffic
volumes are larger than in the opposite direction, due to vehicles going towards
Utrecht. In fact the city, capital of the homonym province, is the fourth biggest
agglomerate of The Netherlands, and this implies a huge number of vehicles mov-
ing in its proximity. Hence, the chronic problems of traffic congestion.

According to data supplied by the Dutch Ministry of Transportations (Ministerie
van Verkeer en Waterstaat), in the 35 kilometres segment from km 65 until km
1101 there are 77 detector loops, which continuously measure the traffic variables
(flow, density, speed, etc.). To each of these detector loops is associated a position
in the highway; unfortunately, this position is not always accurate. In order to
have a good model of the network, it is necessary to know the exact position of
the detector loops. Thanks to the service provided by Google Earth, it has been

1There is no mistake, since from km 65 to km 110 there are 35 kilometres of highway and
not 45, probably due to a modification of the track; in fact, kilometres from 92.0 to 101.9 do not
exist, and km 91.9 is directly followed by km 102.0: a hole of 10 kilometres is therefore created.
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Figure 4.2: Segment of the A12 highway between Veenendaal and Maarsbergen
( c©2007 GoogleTM).

Figure 4.3: The ruler function on Google Earth ( c©2007 GoogleTM).

possible to measure the true reciprocal distances between the detector loops (Fig-
ure 4.3). Most of the positions were really accurate, but some detector loops are
positioned some dozens or even some hundreds of metres far from the point stated
by the Ministry, and so the benefit of Google Earth has been critical. In fact, if
this check had not been performed, the model would have had its detector loops
in wrong positions along the highway: this would have triggered bigger errors in
the estimate of the parameters, because the actual measurements would have been
compared with the simulated measurements gathered from detector loops placed
in different points of the highway. As an example, the actual flow at km 81.1



26 Description and Modeling of the Traffic Network

Figure 4.4: Service station at km 85 ( c©2007 GoogleTM).

would have been compared with the simulated flow at km 81.4, and a such situa-
tion should be avoided.

Detector loops are usually placed few metres after control panels, which are clearly
visible in the pictures offered by Google Earth. In the case study segment there
are 25 detector loops, but only 17 control panels: hence, it is not possible to verify
the exact position of 8 detector loops.

4.1.2 The Service Station

The service station is located about the 85th kilometer of the A12 highway; its
entering ramp starts at 85.950 km, while its exiting ramp ends at 84.780 km (Fig-
ure 4.4). The presence of a petrol station affects the flow of the vehicles in the
highway, due mainly to the vehicles which leave the station and enter the main
road. In particular, it causes further congestion and traffic jams (Figure 4.5).
Because of a lack of data regarding the vehicles passing through the service sta-
tion2, the accuracy of the model will be further on compromised3.

2In Section §4.3.1, it will be shown how an approximation of the demand of the vehicles to
and from the service station has been found.

3Actually, this is not a relevant concern: since the aim of this project is the design of an
algorithm for calibrating and validating the Paramics model of a traffic network, it is not strictly
necessary to test it on an accurate model.
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Figure 4.5: Traffic jam caught at the service station ( c©2007 GoogleTM).

4.1.3 Available Actual Data

The data gathered by the 77 detector loops between the kilometres 65 and 110
are provided by the Ministry of Transportations; they consist of the flow (veh/h),
the speed (km/h) and the density (veh/km) for each lane of the highway, of the
average flow (veh/h/lane), the average speed (km/h/lane) and the average den-
sity (veh/km/lane) over all lanes, of the total flow (veh/h) and the total density
(veh/km) over all lanes. These values are computed for every minute of the day,
and the data for the whole month of January 2006 are available. The messages
shown by control panels are also enclosed within these data; they are the suggested
speeds (30, 50, 60, 70, 80, 90, 100, 120 km/h) or the service messages (such as the
arrows that indicate to move from a lane to another, the red cross that warns about
the closure of a lane, an abbreviation that informs about the end of the previous
possible restrictions, etc.). Also the case in which the panels do not visualize any
signal is registered in these messages. All these data are stored, for each day of the
month of January 2006, in the variable dat, an about 70 MB cell containing several
fields, each of these for a specific type of data (all the measurements detected and
all the messages displayed).

4.2 Modeling of the Traffic Network

In order to be able to tackle the full task of the calibration and validation project
within the allowed period of time, a rather simple model of the network has been
built (Figure 4.6). This model is characterized by the presence of four zones: two
of them are strictly origin zones, while the other two are strictly destination zones.
The two main zones are the start of the freeway stretch near Veenendaal (zone
1) and the end before the intersection near Maarsbergen (zone 4). The entrance
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Figure 4.6: The Paramics model of the case study network.

(zone 2) and the exit (zone 3) of the petrol station are the remaining zones.

A 10 kilometres stretch connects zones 1-4, while zones 2-3 are linked to it through,
respectively, an off-ramp and an on-ramp. The traffic network model will not con-
sider the curvature of the road, which will be actually represented by a mere
sequence of nodes and links.

It has been decided to associate one link for every detector loop, and vice versa,
except for the border links of the model, which will be bereaved of them. Each
detector loop will be set 50 metres before the exit node of its link, following the
suggestion written in the Paramics manual [36]: a detector loop should not be placed
too close to the end of a link because it may cause some imprecisions during the
transit of vehicles through a node. Regarding the length of detector loops, it has
been chosen as 20 metres4 the distance between the downstream and the upstream
edge of the detector loop. This distance allows the sensor to detect also the fastest
vehicles (moving at 144 km/h) while the discrete time step for the simulation is
set at 0.5 seconds (maximum possible value). The hazard of counting two or more
times the same vehicle (when its speed is low) is avoided thanks to the Matlab
plugin [30] for Paramics, which has the functionality to set an identifier for each
vehicle that has been counted by the detector loop for the first time.

After this considerations, it is possible to build the model. The first node is
positioned within zone 1, at km 91.600; while the first detector loop is placed at
km 90.985, the second node (which ratifies the end of the link 1:2) will be 50 me-
tres beyond, at km 90.935. Proceeding with the same approach, the stretch will
be built until reaching the last detector loop (at km 81.210) and the last node (km
81.160). A further link is necessary (and then another node) so that the last de-
tector loop does not lie within the destination zone; otherwise, the vehicles would
not be detected by the last detector loop, because Paramics deems the zones as
an external part of the network, and so the vehicles that pass there would not be

4In real world, the distance between the two edges of a detector loop is about 3 ÷ 5 metres.
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Figure 4.7: The off-ramp to the service station (zone 2).

Figure 4.8: The on-ramp from the service station (zone 3).

counted by any potentially installed detector loop.

4.2.1 Modeling of The Service Station

The setting up of the ramps (for and from the service station) is, instead, more
elaborate. Concerning the off-ramp (Figure 4.7), it has been sufficient to add a
new node (27) in the exact point in which the off-ramp completes itself, then to
specify the length of the ramp (240 metres) in the links file and, at last, to connect
this node with the previous (13) and with the next (not in the picture) ones, and
with the entrance of the service station (28).

Relatively to the on-ramp (Figure 4.8), the procedure is completely different: a
new node (29) has to be created in the proximity of the intersection between the
ramp and the highway, then some parameters have to be specified (length of the
ramp, headway factor, minimum ramp time), but the node does not have to be
linked with the closest ones (16 and 17) in the links file.
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4.2.2 Speed Limits on the Network

In real highways and during the circumstances of congestion, the control panels
advise the drivers about the suggested speed, in order to maximize the flow of
vehicles and to minimize the negative effects of traffic jams. This dynamic speed
limit, when applied, could be passed to the traffic network model by means of the
Speed Limit plugin [30] for Paramics, so that its vehicles will be enforced to follow
the suggested speed. This ploy allows the real traffic conditions of the network to
be more faithfully reproduced than not providing speed limits.

The speed limits can be stored in the speedlimits matrix (Table 4.1), which has
two dimensions: the first is equal to the number of links of the model, as reported
in the links file (this number is twice than expected, because for every link it is
necessary to include also the opposite direction; an an example, given the link
A:B, there will be the link B:A that will be marked as barred), while the second
matches with the number of minutes of the simulation. Therefore there will be a
speed limit for each link at every minute.

Since the control panels do not always visualize a speed limit (usually they are
turned off and sometimes they are displaying a particular message), a suitable
speed value has to be assigned to the speedlimits matrix in these cases. When
there are no speed limits displayed, the default speed limits of the highway are
applied; unfortunately, these values are not available from the network data, so
a standard speed limit of 120 km/h has been enforced. In the case of signals
displayed during incidents, works and exceptional conditions, a speed limit of 10
km/h has been chosen5.

The Speed Limit plugin [30] is able only to apply the speed limits in the whole
link, and is not able to differentiate between different lanes. Since the speed limits
are sometimes distinct from lane to lane (e.g., 50 km/h in the first lane and 70
km/h in the overtaking lane), it has been necessary to reach a compromise: the
limit applied to both lanes will be the average of the two speed limits.

It has been opted, moreover, to apply the speed limits of the control panel (corre-
sponding to the closer detector loop) positioned in the link i to the vehicles crossing
through the link i + 1, because the detector loops are close to the end of the link
and also because drivers need some time to adapt their speed to the one suggested.

5Since in the scenarios chosen for testing the algorithm for calibration and validation such
events should not occur, the strict speed limit of 10 km/h has been selected in order to point
out their potential and unpredicted presence.
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Link

Minute
. . . 17 18 19 20 21 22 23 24 25 · · ·

...
. . .

...
...

...
...

...
...

...
...

... . .
.

11:12 · · · 120 120 120 120 120 120 120 120 120 · · ·
11:9 · · · 0 0 0 0 0 0 0 0 0 · · ·
12:13 · · · 120 120 120 120 120 120 120 120 120 · · ·
12:11 · · · 0 0 0 0 0 0 0 0 0 · · ·
13:27 · · · 120 120 120 120 120 120 120 70 70 · · ·
13:12 · · · 0 0 0 0 0 0 0 0 0 · · ·
15:16 · · · 120 120 120 120 70 70 70 50 50 · · ·
15:27 · · · 0 0 0 0 0 0 0 0 0 · · ·
16:17 · · · 120 120 120 120 70 70 70 50 50 · · ·
16:15 · · · 0 0 0 0 0 0 0 0 0 · · ·
17:19 · · · 120 120 70 70 50 50 50 50 50 · · ·
17:16 · · · 0 0 0 0 0 0 0 0 0 · · ·
19:21 · · · 120 70 50 50 50 50 50 50 120 · · ·
19:17 · · · 0 0 0 0 0 0 0 0 0 · · ·
21:23 · · · 90 50 50 50 50 50 120 120 120 · · ·
21:19 · · · 0 0 0 0 0 0 0 0 0 · · ·
23:24 · · · 50 50 50 50 120 120 120 120 120 · · ·
23:21 · · · 0 0 0 0 0 0 0 0 0 · · ·
24:25 · · · 50 50 120 120 120 120 120 120 120 · · ·

... . .
. ...

...
...

...
...

...
...

...
...

. . .

Table 4.1: Extract from the speedlimits matrix. Speed limits applied in minutes
17 ÷ 25 of the simulation, in links 12 ÷ 30.

Regarding the link related to the last detector loop, the measured speed has been
strictly applied. This choice will be better explained in Section §4.3.1. At last, on
both ramps the speed limit of 50 km/h has been applied.

4.2.3 Selection of the Simulation Parameters

The following parameters are requested by Paramics in order to run a simulation,
and they could be set in the configuration file of the network. When a parameter
is going to be used always with the same value for all the simulation runs that will
be executed for this project, such value will be highlighted between brackets.

Start Time Is the time at which the simulation starts, in the hh:mm:ss format.
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Simulation Time Specifies the length of the simulation, in the hh:mm:ss format.

Demand Weight (100.0) Sets the dynamic demand for the simulation, ranging
from 0 to 200% of the demand defined in the appropriate file. In this way,
the demand could be easily increased or decreased from its starting value.

Seed Indicates the starting value used by the random number generator; identical
networks simulated with the same seed (on the same computer) will yield
the same results. If the selected seed is 0, a random seed will be generated.

Generator (0) Specifies which Random Number Generator is being used by the
simulation: Marsaglia (0) or Mersenne (1).

Loop Length (2.0 m) Is the default length of a detector loop, and it is applied
if it is not otherwise specified in the detectors file.

Speed Memory Sets the number of simulation time steps, previous to the cur-
rent time step, that all vehicles record in order to implement the driver
reaction time, by basing the change in speed of a following vehicle on the
speed of the leading vehicle at a time in the recent past.

Curve Speed Factor (0.0) Defines how much the vehicles slow down due to the
curvature of the road.

Hand Drive (Right) Could be left or right, depending on the side of the car-
riageway used by vehicles (it is the right one in The Netherlands).

Units (Metric) Specifies the unit convention for display in Paramics (USA, UK,
Metric), although all calculations are made in metric measurements and
eventually converted to the selected unit type.

Time Step Detail (2) Defines the number of discrete simulation intervals that
are simulated every second.

Mean Headway Time Is the global mean target headway, expressed in seconds,
between a vehicle and its following vehicle.

Mean Reaction Time Defines the lag in time between a change in speed of a
vehicle and the reaction of the following vehicle to this change.

Gap (2.0 m) Is the minimum distance between vehicles in a queue.

Queue Speed (7.2 km/h) Defines the maximum speed a vehicle could move in
order to be counted as being in a queue.
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Queue Distance (10.0 m) Sets the maximum distance between vehicles so that
they could be considered in a queue.

Weight Heavy (3.0 t) Specifies the minimum weight for a vehicle to be consid-
ered a heavy one.

4.2.4 Available Simulation Data

While the traffic simulation is performed by Paramics and the computations for
calibration are done in Matlab, the Matlab plugin [30], exploiting the data col-
lected by the detector loops of the model of the traffic network, could calculate
several kinds of variables. These values are saved in the three-dimensional matrix
detectordata, contained in the file detector.mat, which can be read by Matlab. The
first two dimensions of the matrix identify the minute of simulation and the detec-
tor at which the values stored are referring to, while the third dimension contains
the indices that select the measurement; for example, in detectordata(57,14,5) is
stored the average flow measured, during the 57th minute of the simulation, at
the 14th detector loop of the model. Amongst these measurements, there are the
estimated and the approximated space mean densities (veh/km) and space mean
speeds (km/h), the time mean density (veh/km), the time mean speed (km/h), the
average flow (veh/h), the number of vehicles that passed through the detector loop
at a certain minute (veh), and the total number of vehicles that passed through it
since the start of the simulation (veh).

4.3 Modeling of the Demands

In order to complete the Paramics model and, therefore, to start a simulation run,
it is necessary to evaluate the traffic demand: thus, the incoming flow of the vehi-
cles could be imposed at the origin zones of the network.

For this, the Paramics simulation model needs three input files: the first of these
displays the origin-destination matrix (demands), the second describes the distri-
butions (profiles) over time of the vehicles entering the network during the length
of the simulation, the third associates to each demand the concerning profile.

4.3.1 Demand Estimation

The traffic demand can be set in the demands file (Table 4.2); it consists of a
ZxZ matrix (since Z is the number of the zones of the network) that contains the
number of vehicles that are going to move from a zone to another one during the



34 Description and Modeling of the Traffic Network

Demand Period 1
Matrix Count 1
Divisor 1

Matrix 1
From 1: 0 100 0 2448
From 2: 0 0 0 0
From 3: 0 0 0 107
From 4: 0 0 0 0

Table 4.2: Example of demands file. The OD matrix contains three non-zero
elements: OD(1, 2) = 100, OD(1, 4) = 2448, OD(3, 4) = 107.

SERVICE

STATION

ZONE 1

ZONE 2ZONE 3

ZONE 4

DL 1DL 8DL 9DL 10DL 11

d14+d12

d12d34

d14+d34 d14

DL 17

Figure 4.9: Scheme of the model of the traffic network; the most relevant detector
loops and the demands from the OD matrix are highlighted.

simulation. This matrix is also known as the origin-destination (OD) matrix; for
example, the element OD(1, 4) indicates the amount of vehicles leaving from zone
1 and directed to zone 4. In this case study, there exist only three flows of vehicles:
those directed from zone 1 to zone 4, those from zone 1 to zone 2, and the ones
from zone 3 to zone 4.

Given the available measurements collected from the actual detector loops (Section
§4.1.3), it has been decided to use the measured flow of vehicles in order to extrap-
olate the demands needed for the Paramics model. In fact, the flow is defined as
the number of vehicles that pass through the detector loop in one hour; since this
value is calculated every minute, if the flow is divided by 60, the number of cars
that cross the detector loop in that minute will be obtained. Therefore it is easy
to count the quantity of vehicles at each detector and at every minute. Referring
to Figure 4.9, a brief description of how the origin-destination matrix has been
built follows.

OD(1,:) As a first approximation, the total demand from zone 1 (d1 = d14 + d12)
could be obtained as the number of vehicles passing through the first detector
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loop (DL 1 at km 90.985) from the first to the last minute of the simulation.

OD(1,2) Subtracting the number of vehicles measured at the detector loop sub-
sequent the off-ramp (DL 9 at km 85.400) for the service station from the
one of the detector loop prior the same ramp (DL 8 at km 86.100) yields the
demand d12 from zone 1 to zone 2.

OD(3,4) The same operation realized between detector loops DL 10 at km 85.270
(before the on-ramp) and DL 11 at km 84.780 (after the on-ramp) yields the
demand d34 from zone 3 to zone 4.

OD(1,4) Finally, to obtain the demand d14 from zone 1 to zone 4, the demand
d12 from zone 1 to zone 2 have to be subtracted from the total demand d1

from zone 1.

The other elements of the demands matrix are zero, because vehicles could travel
only on the three routes already mentioned.

Finally, since it is not possible to impose the flow of the vehicles exiting the high-
way from zone 4, a further and different input has been added to the model of
the traffic network: the speed of the vehicles in the last link has been forced to be
equal to the speed measured by the last detector loop (DL 17) of the real network.

4.3.2 Demand Profiles

The statistical distribution over time of the demand of vehicles for the simulation
is defined in the profile file: every minute a certain percentage of vehicles, as a
fraction of the total demand, is going to leave the origin zone.

Referring to the exemplifying profile file in Table 4.3, the simulation starts at
06:15, and two one-minute basis profiles are defined: since the simulation lasts for
50 minutes, there are so many elements in each profile. The sum of these integer
numbers, divided by the parameter divisor (that in this case is equal to 100), is
100, as requested by Paramics. Each element indicates the percentage of vehicles,
calculated from the demand associated to the profile, which will leave the origin
zone in that minute. As an example, the first element of the first profile (associated
to OD(1, 4) = 2448 as in Table 4.2) is equal to 263: this means that, in the first
minute of the Paramics simulation, the 2.63% of 2448 vehicles (≃ 64) will leave
zone 1 directed to zone 4.

It is simple to calculate the demand profile for zone 1: using the flow from the first
real detector loop, it is easy to obtain the number of vehicles for each minute of
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Demand Profile
Profile Count 2

Profile 1
Period Count 1
Divisor 100
Interval 1
Period 1 Start 06:15:00
263 192 247 184 338 326 251 255 173 220
243 267 314 228 377 228 106 133 232 228
228 239 263 259 239 251 271 239 239 232
290 251 216 216 133 200 181 188 177 161
208 39 20 20 0 24 35 20 90 266

Profile 2
Period 1 Start 06:15:00
0 0 0 0 0 0 0 0 0 0

283 207 266 198 364 351 271 275 186 237
262 288 338 246 406 246 114 143 250 246
246 258 283 279 258 271 292 258 258 250
313 271 233 233 143 216 195 203 191 172

Table 4.3: Example of profile file. Two different demand profiles are defined for
this model.

the simulation; this quantity, divided by the total demand from zone 1, yields the
percentage of vehicles leaving zone 1 for every minute. This profile could be used
for both the demands from zone 1.

Regarding the profile of the vehicles that leave the service station directed to
Utrecht, the question is more complex. It is not possible to obtain the profile
directly from the data of the real detector loops near the on-ramp, due to the dif-
ferent speeds of the vehicles in distinct positions of the network, an event caused
mainly by congestion. The adopted solution is the use of the demand profile from
zone 1 shifted by some minutes: this lag time could be estimated as the sum be-
tween the time needed by the vehicles to reach the service station (starting from
zone 1) and the time to refuel. Both travel time and stop time have been chosen
to be equal to 5 minutes, respectively due to observations of simulation runs and
due to an estimate of the average stop time at a service station; hence the shift
time will be equal to 10 minutes. The choice to use the same profile from zone 1 is
justified because the vehicles which leave zone 3 arrive at the petrol station with
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Matrix Count 1

Profile Matrix 1
From 1: 1 1 1 1
From 2: 1 1 1 1
From 3: 1 1 1 2
From 4: 1 1 1 1

Table 4.4: Example of matrix file. Two different profiles are associated to the 16
possible routes of the model.

a similar statistical distribution.

4.3.3 Association between Demands and Profiles

The matrix file (Table 4.4) is used to link each demand of the origin-destination
matrix with a profile. In this model, the demands OD(1, 2) and OD(1, 4) will be
associated to the first profile, while the demand OD(3, 4) will be associated to the
second profile. The other elements of the OD matrix, since they are referring to
routes with null demand, could be indifferently linked to any available profile.

4.4 Summary

This chapter has been divided into three main sections. The first one illustrates in
detail the studied stretch on the A12 highway, explains the problem introduced by
the presence of the service station and gives a summary of the available data from
the measurements taken during the month of January 2006. The second section
describes the modeling of the network in Paramics, from the main structure to the
selection of the configuration parameters, the enforcing of the advised speed limits
and the gathering of the simulated data through the Speed Limit and Matlab
plugins. The last section deals with the modeling of the traffic demand through
the possible routes of the network, and with the distribution profiles associated to
these demands.
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Chapter 5

The Algorithm for Calibration
and Validation

In this chapter it will be shown, first, how the calibration and validation scenarios
have been chosen; then, three different algorithms will be illustrated: the main
algorithm for calibration and validation, and the secondary algorithms for cross-
validation and for calibration with simulated data.

5.1 Selection of the Traffic Scenarios

5.1.1 Calibration Scenario

The model of a traffic network will be completed once the scenario it has to rep-
resent will be chosen. A scenario deemed interesting for the calibration process is
the one in which, in the stretch between Veenendaal and Maarsbergen and for a
limited amount of time, particular traffic conditions verify, so that the algorithm
for calibration and validation could be effectively tested. In fact, all the possible
traffic states should be present in the scenario, in order to calibrate all the possible
effects that cause such states.

Therefore, the chosen scenario for the simulation will be characterized by both
free flow traffic and congestions, in order to obtain strongly variable traffic mea-
surements (as flow, speed and density) along the whole network and for the entire
duration of the simulation: these are the required particular traffic conditions.
Moreover, the congestion state is interesting because it is the most difficult to
describe since many effects play a role; finally, it is a situation that should be
improved by means of a further use of the calibrated and validated model.
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Figure 5.1: Real measurements in the stretch, detected between 6:00 and 9:00 on
January 30th, 2006.

For this reason, by evaluating the available information about the traffic scenarios
for each day of the month of January 2006, the day of Monday 30th has been
selected as the calibration scenario, due to the presence of continuous and heavy
traffic jams during the whole morning. This sequence of congestions1 emerges,
respectively, at 6:25 at km 81.4, at 6:30 at km 91.0, at 7:15 at km 77.1, at 7:25 at
km 80.6 and at 7:40 at km 86.7; two shock waves resolve at 8:15 at km 86.1 and at
9:00 at km 81.4. All these traffic situations are featured in Figure 5.1, that shows
(by means of a chromatic scale) the detected values of flow, density, speed and
the applied speed limits on the stretch, from the first detector loop at km 90.400
to the last one at km 81.400, and for each minute within the selected period of
time. In other days there are traffic jams and congestion too, but usually they
are originated by incidents or road works, or they arise in other points of the A12
highway, outside of the considered stretch (from km 91 to km 81).

The most representative event (Figure 5.2) for the case study is the traffic jam

1Congestions usually move backwards for the following reason: at a certain instant, due to
any cause, a congestion may arise, and so the incoming vehicles start to enqueue in succession;
meanwhile, the queue developes itself backwards. Then, when the forward vehicles can eventually
move, they leave the head of the queue, but at the same time other vehicles enqueue themselves
in the queue, and so its head and its tail move backwards.
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Figure 5.2: Real measurements in the stretch, detected between 6:10 and 7:00 on
January 30th, 2006.

which starts at 6:25 at km 81.4, that is approximately the position of the one but
last detector loop of the modeled network. It means that the congestion begins at
the intersection nearby Maarsbergen, because of the vehicles entering the highway
or changing their lane in order to facilitate the insertion of the new vehicles in the
freeway. This traffic jam spreads itself upstream, and after about thirty minutes
the congestion reaches the end of the stretch at km 91. Therefore, the chosen
scenario consists of a spontaneous holdup, caused by an excessive flow of vehicles
and not by other factors, as accidents or road works. Since the traffic jam which
is intended to be simulated starts at 6:25 and ends after 30 minutes, a simulation
interval from 6:10 to 7:00 has been selected2, so that the vehicles have enough time
to spread themselves through the whole network, as they only enter the network
from the zones of origin.

5.1.2 Validation Scenario

The selected scenario (Figure 5.4) for the validation process is January 31st, 2006,
that is the day after the day chosen as the calibration set; the most relevant

2Due to the large simulation time needed by Paramics, only a short period can be used,
although simulating within a larger period of time could have yielded more accurate and realistic
results but also an unacceptable duration of this project.
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Figure 5.3: Real measurements in the stretch, detected between 6:00 and 9:00 on
January 31st, 2006.

congestions appear during the morning peak hours: a traffic jam from about 7:00
to 7:30, and two parallel shock waves around 8:00. In order to have both the lengths
of the calibration and validation simulations of the same duration (although this is
not requested), the simulated period for the validation process starts at 7:40 and
ends at 8:30, so that it could include the parallel shock waves (Figure 5.4). This
scenario has been selected because it is similar to the one used for the calibration
process, as a traffic jam happens between km 81.0 and km 88.5. In point of
fact, the validation scenario should be completely different from the calibration
scenario, in order to effectively test whether the calibrated parameters (the best-
fitting parameters for the calibration scenario) also fit for a totally different traffic
situation. But, due to the testing purposes of this project, the validation scenario
has been simply chosen similar to the calibration one.

5.1.3 Data Preparation

In order to extract the requested data (i.e., those obtained by the detector loops
placed in the 10 kilometres stretch during the selected period of simulation) from
the file containing the measurements of the whole day by means of the function
cv data, some parameters have to be selected, both for the calibration and the
validation process.
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Figure 5.4: Real measurements in the stretch, detected between 7:40 and 8:30 on
January 31st, 2006.

The first parameters are the paths of the files that contain the information about
the chosen scenarios: they will be stored in the variables cal set and val set as
strings. The starting and the final instants of both simulations are set in the vari-
ables start cal = [06 10], end cal = [07 00], start val = [07 40], end val = [08 30]:
all these instants are defined in the format [hh mm].

Then, from these variables, the total duration of the simulations in minutes,
n cal = 50 and n val = 50, could be easily obtained3. Both n and the number
m = 17 of detector loops present in the model will be one of the main parameters
in order to build the majority of the matrices used during the run of the algorithm.

In order to extract the required information from the chosen scenario (e.g., from the
calibration scenario), the variables data Y1 = 13, data Y2 = 11 and data Y3 = 14
allow the algorithm to select respectively the total flow (veh/km), the average
speed (km/h) and the total density (veh/km) detected.

Once the (calibration or validation) scenario has been selected, together with the
other parameters, the function cv data extracts, from the data available for the

3The lengths of the simulations of the two scenarios do not necessarily have to be equal.
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whole day and for the whole network stored in the structure dat (Section §4.1.3),
the measurements (flow and speed) that later will be used for the calculation of
the objective function, only for the m detector loops and for the n minutes of the
simulation. This operation allows the above-mentioned measuraments to be stored
in two simple matrices with m rows and n columns (Y1 and Y2), instead of using
the whole dat structure, whose size is about 70 MB. This solution consents to save
time (because the huge data are not going to be loaded anymore) and memory
(the dat structure is removed from the primary memory when the routine cv data
terminates).

The function cv data prepares, moreover, the structure message, where the mes-
sages appeared on the control panels in the period chosen for the simulation are
stored4. Finally, the variable l records the number of links of the model, as in-
dicated in the file links. Both l and message are used for the setting up of the
speedlimits matrix (Section §4.2.2).

5.2 Calibration and Validation

In this section, the algorithm that performs the calibration and the validation of
the model of the traffic network will be explained (Figure 5.5). First of all, a
detailed overview of the input parameters for the algorithm will start this section.
Then, it will be explained why the mean headway time and mean reaction time
have been chosen as the calibrating parameters. Next, the available optimization
functions are illustrated and the computation of the objective function is explained.
Finally, the validation process is commented.

5.2.1 Input Data

In order to be able to run the algorithm for calibration and validation, some pa-
rameters have to be previously selected.

Data Preparation Parameters

As it has been seen in Section §5.1.3, the calibration and the validation scenarios
have to be described (with their paths and their starting and final instants), along

4A defect in the provided data has been fixed: sometimes a NaN (Not a Number, in Matlab)
value appears within the speed measurements. Comparing these values with the measurements
of the previous and the next instants, it is clear that the vehicles are idle in a traffic jam, and
that the value of NaN should be replaced by a 0, since the mean speed of the vehicles in that
minute and in that detector loop is 0. If this correction had not been implemented, the matrix
speedlimits would not have been usable by the Speed Limit plugin [30] for Paramics.
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with the variables that allow the algorithm to extract the selected measurements.
It could be specified that both m and l are fixed for any simulation regarding this
network, but they could be changed if the model of the network is expanded or
the missing detector loops are added to it.

Paramics Input Files Parameters

The following parameters need to be selected, so that some of the input files for
Paramics (configuration, profile, speedlimits.mat) could be created.

The parameter timestep, to be specified in the configuration file (Section §4.2.3)
has been set equal to 2, so that the computational complexity of the Paramics
simulations will be held at a low level, due to the length of the calibration runs
and to the availability of a short period of time for the fulfillment of the project.

The variable t shift is, in minutes, the shift time already mentioned (Section
§4.3.2), that is the estimated lag time between the profile of demand of the vehi-
cles of zone 1 and zone 3. The pair multiplier and divisor are variables used to
settle the accuracy of the profile of demands (it increases as multiplier grows): as it
has been seen previously (Section §4.3.2), in the profile file the sum of the elements
of each of its matrices have to be equal to multiplier (in this case study it has been
set to 104) so that this number divided by divisor (divisor = multiplier/102) is
equal to 100, as requested in Paramics.

The values of the speed limits assigned to the signals of the control panels which,
in effect, do not represent a real speed limit, are stored in the structure signals.
To these signals (BLK, <–, –>, VGP, -X-, ERE, nvt)5 has been associated the
fictitious speed limit of 10 km/h, except for BLK (no signal on the control panel)
and ERE (end of restrictions) to which has been associated the speed limit of 120
km/h, usually adopted on the Dutch freeways. This ploy has been used because
it is necessary to associate a numerical value to each signal in order to create
a valid speedlimits matrix (Section §4.2.2); the speed limit of 0 km/h has been
avoided because vehicles would have stopped. This should not be a major issue,
since the chosen scenario is not characterized by incidents and road works that
could have caused the displaying of such signals, but it could be useful for future
considerations.

5The arrows suggest the driver, respectively, to move from the current lane to the left or the
right one; VGP and -X- indicate that the lane is, respectively, going to be opened or closed; nvt
indicates a fault connection between the control panel and the relative detector loop.
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Optimization Routine Parameters

The parameters involved in the characterization of the optimization routines and
in the computation of the objective function are subsequently described.

In order to investigate more accurately the objective function, several calibra-
tion runs will be executed, each being associated with one of the ns randomly
generated starting point x0.

Another important parameter is the number of simulation runs nr to be executed
in order to compensate the fact that the model is stochastic: it means that the
objective function is calculated using the outputs of nr simulation runs. Since
a large value of nr would have implied a very long operating time for the whole
algorithm, a small value has been chosen (nr = 5), based on the experience and
the insight gained from several training runs.

If the variable seed (Section §4.2.3) is set equal to 0, the seed used by the random
number generator will be chosen randomly for each Paramics simulation run. In
this case (i.e., a random seed has been selected), more simulation runs (nr ≥ 2)
should be executed before the results could be statistically significant. Otherwise,
if the variable seed is set equal to 1 (or to another positive integer), all the simula-
tion runs will have the same seed, and their outputs will be the same if the other
parameters do not change: so, for each fixed set of parameters, only one Paramics
simulation run (nr = 1) is requested.

The variables data T1 = 5, data T2 = 7 and data T3 = 3 (analogue to those al-
ready illustrated in Section §5.1.3) correspond, respectively, to the measurements
of total flow (veh/h), average speed (km/h) and total density (veh/km), and they
are used to select and to draw these data from the output file of each simulation,
so that they could be compared with the actual measurements in order to calculate
the objective function.

By means of the variable t rise, the time (in minutes) during which the model
is deemed to reach the full performance state, is defined. In the case study, this
value has been estimated as t rise = 15, as this period considers both t shift and
the time needed by the vehicles leaving the gas station to reach the last detector
loop (i.e., the end of the stretch). The objective function is computed using only
the measurements obtained after the first t rise minutes of the simulation.

Regarding the optimization algorithm, selected in the string method, it is pos-
sible to define the tolerance on the calibrating parameters tol x and the tolerance
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on the objective function tol fun. The variable cds defines the number of decimal
digits for the calibrating parameters. At last, lb and ub are the arrays in which are
defined the lower and upper bounds, respectively, for the calibrating parameters.
The values for these variables could change, depending on the desired effort for
each simulation, as it will be explained later.

5.2.2 Calibration Parameters

Due to the experimental purpose of this project, only few parameters could have
been chosen for the calibration process. Amongst several of these, the mean head-
way time and the mean reaction time have been selected as the calibrating param-
eters, since they turn out to be the most relevant ones in the car-following and
the lane-changing behaviors, and the outputs of the Paramics simulation depend
mostly by them [36].

In fact, the mean headway time is the mean temporal distance between two consec-
utive vehicles, depending by the characteristics assigned to the following vehicle6;
therefore, it regulates the distance between next vehicles and also their current
lane-changing strategy, since vehicles decide to move to another lane when they
desire to overtake a slower preceding vehicle and when, in the overtaking lane, the
other vehicles are sufficiently distant. The mean reaction time contributes in the
car-following behavior since it can regulates the accurate simulation of the back-
ward travelling shock waves7.

In the calibration and validation processes, the mean headway time and the mean
reaction time have been respectively called x1 and x2, because they turn out to be
the variables, stored in the vector x, of the optimization problem.

5.2.3 Preparing the Optimization Process

After all the requested parameters have been assigned to the variables of the al-
gorithm, the routine cv record creates the files in which the main variables and
the outputs of the Paramics simulations will be stored; it is characterized by the

6For a particular vehicle and in certain zones of the traffic network, the mean headway time
could be different from the selected value: in fact, it could be multiplied by a factor f (usually
0.5 ≤ f ≤ 1.8). As an example, if the vehicle is a heavy one, then f = 1.8, or if the vehicle is
passing through a road where manteinance works are being executed in a lane, then f = 1.5.
Generally speaking, it can be said that the mean headway time regulates the aggressiveness and
the awareness of the vehicles.

7Observations on shock waves have shown that they travel upstream at, approximately, the
speed of 11 km/h.
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establishment of a unambiguous string, which recall the instant during which the
simulation has been started. For example, the string 20070703 093211 will be
used within the name of the files (also figures and graphics) concerning the simu-
lation started at 09:32:11 of July 3rd, 2007. This routine returns the file identifier
fid rec of the record file, in which is printed the information regarding the actual
algorithm run (the calibration set, the validation set, the initial instant and the
duration of the simulation, etc.), the origin-destination matrix, the profiles of de-
mands, the options of the used optimization routine, the data for each evaluation
of the objective function (the value of x, the same objective function and various
informations about it), and finally the same kind of data for the validation process
(except the objective function part).

Finally, the matrices Y1 and Y2 will be used for the creation of the files speedlim-
its.mat, demands and profile, respectively in the routines cv speedlimits, cv demands
and cv profile; at the same time, the file matrix is created too.

5.2.4 Optimization Functions

The field is now ready for the call of the optimization function. Amongst those
available on Matlab, it has been decided to solve the calibration problem using
one of the following three: fmincon, ga or patternsearch. All these functions are
able to solve problems of the form:

minimize z = f(x)
subject to: Ax ≤ b

Aeqx = beq

C(x) ≤ 0
Ceq(x) = 0
lb ≤ x ≤ ub

in which linear and nonlinear constraints appear.

Other available optimization routines do not fit with this kind of problems: as
an example, fminbnd can find the minimum of a single-variable function (in this
case study there are two variables), fminsearch and fminunc can find the minimum
of a unconstrained multivariable function (in this case study some boundaries will
be applied to the variables), fgoalattain and gamultiobj can solve multiobjective
goal attainment problems (this case study features a single objective function),
while bintprog, linprog and quadprof can solve, respectively, binary integer, linear
and quadratic programming problems (the case study does not belong to these
categories).
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Since it is not necessary to specify linear and nonlinear constraints for this op-
timization problem, the matrices A and Aeq, the vectors b and beq, and the
functions C(x) and Ceq(x) will not be defined; only the lower and the upper
boundaries of the variables x1 and x2 will be applied. These values are, for both
parameters, lb = 0 and ub = 3, since the mean headway time and the mean reac-
tion time cannot be negative and, as their default value is 1, a reasonable upper
limit has been set. The optimization functions accept, as a starting point, the
vector x0, whose components are randomly selected from a uniform distribution
in the state space (i.e., between lb and ub). They also accept an options structure,
in which many parameters could be set. The handle routine, used by the three
optimization functions, is called cv paramics and will be later explained in detail.

Constrained Nonlinear Optimization

The constrained nonlinear optimization (or nonlinear programming) in Matlab [27]
is performed by means of the routine fmincon, which attempts to find a constrained
minimum of a scalar function of several variables, starting at an initial estimate.
It uses a sequential quadratic programming method, where the function solves a
quadratic programming subproblem at each iteration.

Some options are selected by the optimset routine: the large-scale algorithm has
been unselected in favor of the medium-scale one, the maximum number of func-
tion evalutations allowed has been set to 200, and the termination tolerance on
the function value and on the vector of the variables have been set, respectively,
to 0.001 and 0.01. The outputs of the fmincon routine consist of the array of
calibrated parameters x, of the objective function evalutated at x, of the exit flag
(a number that identifies the reason the algorithm terminated), and finally of a
structure, whose fields are the number of iterations taken, the number of function
evaluations, and the type of algorithm used.

Genetic Algorithm

The genetic algorithm [27] is the second optimization routine tested. It repeat-
edly modifies a population of initial solutions; at each step, it randomly selects
individuals from the current population to be parents, and uses them to produce
the children for the next generation. Over successive generations, the population
evolves toward an optimal solution. The genetic algorithm does not use deriva-
tives to detect descent in its minimization steps, and so it is a good choice for
nondifferentiable problems. Because of the nature of the search done by the ge-
netic algorithm, it is also often very effective at finding a good approximation of
the global minimum.
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Unlike nonlinear programming and pattern search, the genetic algorithm does not
need a starting vector x0, but it simply needs to know the number of variables it
has to deal with. Amongst the options, the termination tolerance on the fitness
function value has been set to 0.001, and the time limit for the optimization pro-
cess has been set to 10 hours. It has been possibile to set the tolerance on the
variables x1 and x2 to 0.01 thanks to the functions cv int pop and cv int mutation:
the first one is used to set a starting population composed by integer individuals;
the second one allows the genetic algorithm to generate integer children. Both the
starting population and the children are then divided by 100 in order to obtain in-
dividuals with two decimal digits. The outputs of the algorithm are the calibrated
vector x, the objective function, a string that explains the reason that caused the
termination of the optimization algorithm, and a structure that contains informa-
tions about the number of generations computed, the number of evaluations of the
fitness function and eventually the maximum constraint violation.

Pattern Search

Pattern search [27] is an alternative to the genetic algorithm, as it is often compu-
tationally less expensive and can minimize the same types of functions. Pattern
search operates by searching a set of points called a pattern, which expands or
shrinks depending on whether any point within the pattern has a lower objective
function value than the current point. The search stops after a minimum pattern
size is reached. Like the genetic algorithm, the pattern search algorithm does not
use derivatives to determine descent, and so it works well on non-differentiable,
stochastic, and discontinuous objective functions. Pattern search is also effective
at finding a good approximation of the global minimum because of the nature of
its search.

Also for the patternsearch routine, some options have been selected, as the termi-
nation tolerance on the objective function (0.001) and on the vector x (0.01), as
well as the maximum number of function evaluations allowed (200).

5.2.5 Objective Function

The objective function is calculated inside the function cv paramics, which is the
handle function for the optimization routine. The selected objective function is:
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where m is the number of detector loops on the network, mr is the number of
minutes after which the vehicles are considered spreaded over the whole model, n
is the number of minutes of the simulation, fi,j and f̂i,j are the actual flow and
the simulated flow of the vehicles at the detector loop i at the minute j, and vi,j

and v̂i,j are the actual speed and the simulated speed.

Two kinds of measurements have been chosen in order to calculate the objective
function: the mean flow and the mean speed, so that the calibration of parameters
could be more accurate. This means that the objective function could be divided
into two factors, one regarding the mean flow and the other concerning the mean
speed; given this configuration, it is possible to evaluate the weight of each mea-
surement within the objective function. In order to avoid large differences between
the two factors (usually, a flow value is one deep order of magnitude higher than
a speed one), the sum of the squares of the differences between the actual and the
simulated values is divided by the sum of the squares of the simulated values, so
that both parts could be at about the same order of magnitude.

Before the computing of the objective function, nr simulation runs have to be
executed. In order to do that, a configuration file has to be compiled for each run:
this file will contain all the needed parameters. In this case study, most of them
are fixed and their value has been left equal to the default one, while some could
change at every run: the mean headway time x1, the mean reaction time x2, and
speed memory. The latter, in fact, depends directly by the mean reaction time,
and should be equal at least at the 150% of this parameter (expressed in time
steps). Sometimes it could happen that the mean reaction time, during the itera-
tions of the optimization routine, is set to 0, which implies that also speed memory
is 0. To avoid this improper circumstance, this parameter is immediately set equal
to 1 when it is recognized to be equal to 0.

As soon as the configuration file is ready, nr simulation run will be executed while
the Matlab plugin [30] for Paramics will gather all the data and store them in the
detector.mat file. After each simulation run, some data are extracted in order to
build the matrices T1 and T2, which will contain the simulated mean flow and the
simulated mean speed. Now it is finally possible to calculate the objective func-
tion concerning the last run. When all the nr simulation runs will be executed,
the effective objective function (the partial output of the optimization routine) is
calculated as the arithmetic mean between the nr momentary objective functions.
Then, these data are printed in the record file of the whole simulation and are
stored in a save file, so that it will be possible, at the end of the calibration pro-
cess, to draw the trend of the objective function as the optimization algorithm runs.
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The cv paramics routine will be repeated at each evaluation of the objective func-
tion until the optimization algorithm terminates for whatever reason. If the op-
timization has yielded a valid result, the calibrated parameters x1 and x2 will
undergo the validation process.

5.2.6 Validation

The validation process uses the optimal parameters (the result of the calibration
process) to simulate a new traffic scenario and to compare the results of this simu-
lation with the real measurements available from the validation scenario: the goal
of the validation process is to determine the validity of the calibrated parameters.

Therefore, as soon as the array x of calibrated parameters is available, the process
of validation starts. It will test whether the calibrated parameters are suitable for
another scenario.

After the setting of the parameters (they are the same used in the calibration
section, except for these that specify the validation scenario) and the creation of
the simulation files (speedlimits.mat, demands, profile, matrix ), a fixed configura-
tion file is set, since the mean headway time and the mean reaction time are the
values already obtained from the calibration process.

Finally, a sequence of nr Paramics simulation runs will be executed. For each
simulation run, Theil’s inequality coefficient U [19] is calculated:
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where the variables are the same listed in Section §5.2.5.

As the objective function, also the fitness coefficient is composed of two factors,
one regarding the mean flow and the other concerning the mean speed. This dis-
tinction could allow the engineer to evaluate which facet needs more effort in order
to improve the accuracy of the traffic network model.

Theil’s inequality coefficient may vary from 0, which means a perfect fit between
actual and simulated measurements, to 1 in the opposite condition (in this case
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study the reachable maximum value of U is 2 because the coefficient is composed
of two factors, and each of them could reach the unitary maximum value).

5.3 Cross-Validation

A more comprehensive procedure is the algorithm for cross-validation: it provides
a stricter test-bench for the calibrating parameters. In fact, given a set of n traffic
scenarios, each of these will be used as calibration set and its calibrated parameters
will be validated by means of the remaining n − 1 scenarios. After this process
has been successfully performed for all the n possible combinations, a final array
of parameters will be estimated from the initial n sets of calibrated and validated
parameters.

In this case study, the algorithm for cross-validation (Figure 5.6) consists in the
implementation of the dual sampling scheme [38]: as two scenarios have been se-
lected, the algorithm for calibration and validation (Section §5.2) is performed
using one scenario as the calibration set and the other one as the validation set,
in order to obtain a first array of calibrated parameters xA. The procedure is
repeated after the calibration set has been swapped with the validation set, and
another array of parameters, xB, is obtained. If both procedures are accomplished
(i.e., both values of Theil’s inequality coefficients are satisfactory), a final estimate
of the mean reaction time and the mean headway time could be drawn from the
previous obtained values:

x =
xA + xB

2
In order to assure a completely validated traffic network model, the cross-validation
process should be executed with several scenarios that range within a wide variety
of traffic conditions.

5.4 Calibration with Simulated Data

The last presented algorithm is the so-called algorithm for calibration with simu-
lated data, that is a variation of the algorithm for calibration and validation, already
seen in Section §5.2. It is an appropriate tool for researching the effectiveness of
the various optimization routines, in order to focus the greatest computational
effort on the most effective amongst them.

The algorithm works as follows (Figure 5.7): after the data of the calibration
scenario have been loaded and the measurements requested for executing a simu-
lation run have been extracted, a single Paramics simulation run is executed with
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x = ( xA + xB ) / 2

PARAMETERS ESTIMATION

Figure 5.6: Flow chart of the cross-validation procedure.

known parameters (i.e., x = x0) and its outputs (flow and speed) are stored aside.

At last, the optimization process starts and yields the calibrated values of mean
headway time and mean reaction time. Since the objective function is computed
by comparing the outputs of the simulation with known parameters x0 with the
outputs of the simulations executed during the optimization process, the global
minimum z = 0 is obtained when a positive integer k, such that xk = x0, exists8:
this is the main difference from the ordinary algorithm for calibration. So, it
is possible to investigate how much a given optimization algorithm (fmincon, ga
and patternsearch) could be able to approach the known parameters x0, both in
terms of accuracy and elapsed time; this process, therefore, suggests upon which

8The global minimum could also be obtained for a different value of xk, but in this case study
it is very unlikely to happen.
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Figure 5.7: Flow chart of the calibration with simulated data procedure.

optimization routine the main efforts of time and resources should be focused.

5.5 Summary

In this chapter the designed algorithm for calibration and validation has been pre-
sented. First of all, the reasons regarding the selection of the traffic scenarios
have been explained; then, the choice of the simulation and calibration parame-
ters is commented, as well as the instructions that precede the optimization rou-
tine. Three Matlab functions for the optimization (fmincon, ga and patternsearch)
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are illustrated, and then it is explained how the objective function is calculated.
Next, the algorithm for validation is shown. Finally, a quick explanation of the
algorithms of cross-validation and calibration with simulated data is given.
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Chapter 6

Results

In this section the results accomplished by the execution of various simulations1

will be presented.

The first sequence of simulations consists in the testing of the following Mat-
lab optimization functions: fmincon, ga, and patternsearch. In fact, the algorithm
for calibration with simulated data, applied to these functions, is able in determin-
ing which, amongst these, is/are the best suited for the calibration process. The
second set of simulations performs the process of calibration and validation, using
the routine(s) selected from the previous simulation runs as the optimization func-
tion(s). The third block of simulations is a test of the cross-validation algorithm.

For each optimization function, two main kinds of simulations could be run. The
first is performed with the use of a fixed seed for the simulation run; it means that,
if all the parameters set in the configuration file are not changed, each simulation
run will yield the same outputs: therefore, for the evaluation of the objective func-
tion only one simulation run is needed. Hence, amongst the parameters of the
simulation, there will be seed = 1 and nr = 1. The second type of simulation,
in contrast with the first, is characterized by the use of a random seed for each
simulation run; then, it is necessary to run multiple simulations before evaluating
the objective function. So, the concerning parameters will be seed = 0 and nr = 5.

Then, the tolerances on the variable x and on the objective function, that are
some of the parameters requested by the optimization routines, have to be eval-
uated. In order to evaluate which value should be used for the tolerance on the
variables of the calibration problem, the shape of the objective function, calculated

1All the simulations have been run on Dagorlad, a shared machine located at the Delft Center
for Systems and Control, whose processor is an Intel R©Pentium R©4 at 3.20 GHz, with a main
memory of 1 GHz.
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using simulated data as reference, with x = [1.00, 1.00] as the optimum, has been
plotted. The plot of the objective function on the whole state space shows how it
decreases until it reaches a wide and flat zone (Figure 6.1(a)); adjacent values of
x1 (or x2) differ of a step equal to 0.1. Shortening the plot in the nearby of the
optimum and evaluating the objective function in the interval from 0.9 to 1.1 for
both variables (Figure 6.1(b)), the shape appears to be nonsmooth, as each point
seems to represent a local maximum or minimum. Further reducing the interval
from 0.99 to 1.01 (Figure 6.1(c)), the plot shows a behavior similar to the previous
one; it means that the computational noise (Section §3.2.3) is altering the shape of
the objective function from smooth to nonsmooth. Therefore, it means that there
is no significant difference if the optimization routine looks for the optimum by
means of variables with two or three decimal digits: for this reason, the tolerance
on the variables x1 and x2 has been set equal to tol x = 1 · 10−2. Concerning the
tolerance on the objective function, it has been set to the value tol fun = 1 · 10−3,
since some trial simulation runs have suggested that searching for a bigger accu-
racy on the minimum would have simply increased the length of the optimization
process, in the absence of any significant improvement on the results.

6.1 Calibration with Simulated Data

The algorithm for calibration with simulated data (Section §5.4) yields a first opin-
ion about the efficiency and the effectiveness of the optimization algorithm in
solving a problem of this sort. Therefore, it is possible to observe which opti-
mization routine could (eventually) converge to an optimum solution, which one
is the faster, and which one yields the best tradeoff between accuracy and rapidity.

The reference network represented by the demands and the profiles extrapolated
from the data of the calibration set is replaced by the network characterized by the
demands and the profiles obtained from the outputs of a simulation of the network
performed using the calibration set. It entails that, given that the outputs of the
reference network are themselves the outputs of a Paramics simulation, it should
be easier for the optimization routine to find a parameter set that could bring to
the achievement of a very low value of the objective function. The selected value
for both parameters (mean headway time and mean reaction time), in order to
build the reference measurements, is x1 = x2 = 1.00; to be more precise, they are
equal to the Paramics default values for these parameters.
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Figure 6.1: Plot of the objective function z = f(x1, x2), calculated referring to
the measurements obtained by simulating the traffic flow of vehicles with values
of mean headway time and mean reaction time equal to x1 = x2 = 1.00.
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Figure 6.2: Optimum points in the state space for the 20 simulation runs executed
with fmincon (calibration with simulated data, fixed seed). The global optimum
is marked with a red dot and a red circle, while the two other best minima are
marked with a red dot.

6.1.1 Simulations with Fixed Seed

Constrained Nonlinear Optimization

The first optimization function that has been tested is fmincon; 20 simulation runs
have been executed, but all of these terminated after few minutes at the first iter-
ation, explaining the reason of the termination with the following output message:
first-order optimality measure less than options.TolFun and maximum constraint
violation is less than options.TolCon. Obviously, any improvement on the objec-
tive function has been achieved, since the optimum is deemed as the objective
function calculated at the starting point2 (Figure 6.2). It would be worthwhile to

2Nevertheless, it could be noticed that the points that yield the lowest values for the objective
function stay in the lower left corner of the state space, as anticipated by the plot in Figure 6.1(a).
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Figure 6.3: Simulated measurements for x = [1.00, 1.00] (reference measurements,
left) and x = [2.85, 0.69] (one of the optimum found with the fmincon optimization
algorithm, right).

decrease the tolerance on the objective function and to set a value for the tolerance
on the constraints but, due to the short time available for the project, this will
not be done.

However, it could be interesting to show (Figure 6.3) the chromatical difference
between the mean flow, the density and the speed of the vehicles on the network
for both the reference measurements (simulated with x = [1.00, 1.00]) and, as an
example, the measurements from the first simulation run (x = [2.85, 0.69]).
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Figure 6.4: Optimum points in the state space for the 20 simulation runs executed
with ga (calibration with simulated data, fixed seed). The global optimum is
marked with a red dot and a red circle, while the two other best minima are
marked with a red dot.

Genetic Algorithm

Also the ga optimization routine has been tested with 20 different starting points.
The global optimum achieved is z = 0.0535 in x = [1.23, 0.57], and it has been ob-
tained only once; however, the real optimum z = 0, achievable in x = [1.00, 1.00],
has not been found, though it stays within the small area where most of the other
optima have been found (Figure 6.4).

Most of the simulation runs (60%) are terminated (Optimization terminated:
average change in the fitness value less than options.TolFun) after 51 iterations
and so 1020 evaluations of the objective function (since the population is composed
of 20 individuals), while the remaining 40% terminates because the stall time limit
(10 hours) has been reached (Table 6.1). By the way, the average number of it-
erations is 48.05, and 961 is the average number of evaluation of the objective
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Run x0,1 x0,2 x1 x2 z N.It. N.F.E.
1 2.51 0.06 0.95 0.76 0.0546 50 1000
2 1.32 0.28 1.11 0.41 0.0553 40 800
3 0.46 1.45 1.32 0.67 0.0570 51 1020
4 0.12 2.66 0.87 0.75 0.0570 51 1020
5 1.24 2.19 1.24 0.33 0.0642 51 1020
6 2.80 1.50 0.74 1.07 0.0633 51 1020
7 0.82 2.42 1.27 0.79 0.0589 48 960
8 1.62 1.81 1.16 0.00 0.0561 44 880
9 0.66 0.84 1.22 0.20 0.0593 51 1020
10 1.30 0.40 1.31 0.58 0.0550 41 820
11 2.40 0.64 1.26 0.94 0.0569 47 940
12 1.98 2.89 1.16 0.75 0.0573 51 1020
13 1.28 1.73 1.03 0.55 0.0599 51 1020
14 0.22 0.08 1.16 0.15 0.0591 51 1020
15 2.90 0.33 0.91 0.01 0.0634 36 720
16 0.15 2.96 1.15 0.87 0.0607 51 1020
17 2.56 2.12 1.11 0.05 0.0552 51 1020
18 1.42 2.67 1.23 0.57 0.0535 51 1020
19 2.06 0.27 1.37 1.07 0.0633 43 860
20 2.95 2.74 1.24 0.56 0.0594 51 1020

Table 6.1: Summary table with the results of the 20 simulation runs executed with
ga (calibration with simulated data, fixed seed). The bolded row coincides with
the simulation run that has yield the global optimum.

x0,1 x0,2 x1 x2 z N.It. N.F.E.

µ 1.5385 1.5020 1.1405 0.5540 0.0585 48.05 961.00
σ2 0.8971 1.1063 0.0272 0.1151 1.05 · 10−5 21.63 8.65 · 103

Table 6.2: Mean and variance values for the outputs of the 20 simulation runs
executed with ga (calibration with simulated data, fixed seed).

function (Table 6.2). Regarding the calibrating parameters x1 (mean headway
time) and x2 (mean reaction time), their mean value is respectively µx1

= 1.1405
and µx2

= 0.5540, and their variance is σx1
= 0.0272 and σx2

= 0.1151. Indeed,
as shown in Figure 6.4, the optimal values for the mean headway time are more
condensed (from about 0.9 to 1.4) than the optimal values for the mean reaction
time (from 0 to about 1.1). The values obtained for the objective function are
really close to each other, as indicated by the variance: σz = 1.05 · 10−5. Actually,
the mean of these values (µz = 0.0585) is not so far from the optimum z = 0.0535
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Figure 6.5: Simulated measurements for x = [1.00, 1.00] (reference measurements,
left) and x = [1.23, 0.57] (optimum found with the ga optimization algorithm,
right).

(+1%).

The graphical comparison between the measurements of flow, density and speed
of the reference simulation (x = [1.00, 1.00]) and of the simulation that yielded
the global optimum (x = [1.23, 0.57]) shows that qualitatively the behavior of the
vehicles in the network is quite similar (Figure 6.5).

Pattern Search

Since, during some trial simulation runs, it has been observed that the patternsearch
optimization routine reaches earlier than the others a solution, this minimization
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Run x1 x2 z Run x1 x2 z
2 1.32 0.46 0.0526 110 1.11 0.41 0.0553

126 1.26 0.66 0.0529 139 1.11 0.41 0.0553
48 1.15 0.98 0.0537 105 1.19 0.74 0.0555
78 1.04 0.65 0.0541 124 1.07 0.10 0.0558
168 1.10 0.53 0.0543 171 1.07 0.10 0.0558
182 1.10 0.53 0.0543 35 1.27 0.60 0.0561
9 1.31 0.56 0.0546 17 1.34 0.80 0.0561
68 1.24 0.49 0.0550 146 1.34 0.80 0.0561
177 1.24 0.49 0.0550 100 1.07 0.98 0.0563
92 0.96 0.43 0.0551 108 1.21 0.56 0.0565
10 1.11 0.93 0.0551 149 1.21 0.56 0.0565
69 1.11 0.93 0.0551 56 1.13 0.64 0.0566
119 1.10 0.93 0.0551 130 1.30 0.32 0.0567
38 1.11 0.05 0.0552 7 1.33 0.40 0.0567
79 1.11 0.41 0.0553 132 1.33 0.40 0.0567

Table 6.3: Summary table with the best results of the 200 simulation runs executed
with patternsearch (calibration with simulated data, fixed seed).

algorithm has been intensively tested with 200 different starting points.

The best optimum value that has been found is z = 0.0526 in x = [1.32, 0.46],
while the real minimum z = 0 in x = [1.00, 1.00] has not been found. Since there
has been only one recurrence of the optimum (Table 6.3) and one recurrence too for
the second, the third and the fourth best values, and since it took about 60 hours
for all these simulation to run, it has been decided to execute other 1000 runs with
the same parameters. A better optimum value has been found (although it is still
not the real optimum z = 0) in x = [1.18, 0.39]: z = 0.0509. Unfortunately, only
one simulation run yielded this result, while the previous optimum (z = 0.0526)
has been found in other four runs, and so on for the other best values of the objec-
tive function (Table 6.4). Through the analysis of the distribution of the optima
in the state space, it could be seen how the nearly totality of these points stay in
the area delimited by x1 ∈ [0.5, 1.5], x2 ∈ [0.0, 1.5], while the best values stay in a
smaller area, delimited by x1 ∈ [1.0, 1.4], x2 ∈ [0.3, 1.0] (Figure 6.6). This is con-
firmed too by the variance value of the mean headway time (σx1

= 0.0561), that is
smaller compared to the one of the mean reaction time (σx2

= 0.1344). Regarding
the minima values, their average is µz = 0.0635, with a variance σz = 3.17 · 10−5

(Table 6.5).
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Run x1 x2 z Run x1 x2 z
335 1.18 0.39 0.0509 414 1.04 0.65 0.0541
2 1.32 0.46 0.0526 614 1.04 0.65 0.0541

338 1.32 0.46 0.0526 814 1.04 0.65 0.0541
538 1.32 0.46 0.0526 1078 1.04 0.65 0.0541
738 1.32 0.46 0.0526 168 1.10 0.53 0.0543
1002 1.32 0.46 0.0526 182 1.10 0.53 0.0543
126 1.25 0.66 0.0529 504 1.10 0.53 0.0543
270 1.25 0.66 0.0529 518 1.10 0.53 0.0543
462 1.25 0.66 0.0529 704 1.10 0.53 0.0543
662 1.25 0.66 0.0529 718 1.10 0.53 0.0543
862 1.25 0.66 0.0529 904 1.10 0.53 0.0543
1126 1.25 0.66 0.0529 918 1.10 0.53 0.0543
263 1.13 0.54 0.0534 1168 1.10 0.53 0.0543
999 1.13 0.54 0.0534 1182 1.10 0.53 0.0543
48 1.15 0.98 0.0537 282 1.15 1.19 0.0545
384 1.15 0.98 0.0537 9 1.31 0.56 0.0546
584 1.15 0.98 0.0537 345 1.31 0.56 0.0546
784 1.15 0.98 0.0537 545 1.31 0.56 0.0546
1048 1.15 0.98 0.0537 745 1.31 0.56 0.0546
78 1.04 0.65 0.0541 1009 1.31 0.56 0.0546

Table 6.4: Summary table with the best results of the 1200 simulation runs exe-
cuted with patternsearch (calibration with simulated data, fixed seed).

x0,1 x0,2 x1 x2 z N.It. N.F.E.

µ 1.5402 1.5037 1.1052 0.6810 0.0635 15.14 38.40
σ2 0.6665 0.7206 0.0561 0.1344 3.17 · 10−5 13.35 92.84

Table 6.5: Mean and variance values for the outputs of the 1200 simulation runs
executed with patternsearch (calibration with simulated data, fixed seed).

Finally, a comparison between the reference measurements and the simulated mea-
surements for the global optimum (x = [1.18, 0.39]) shows how the vehicles cross
the network in a similar fashion (Figure 6.7).

Comparison of Simulations with Fixed Seed

Since the fmincon optimization routine has not produced acceptable results, it is
possible to compare the performances of ga and patternsearch only.
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Figure 6.6: Optimum points in the state space for 1200 simulation runs executed
with patternsearch (calibration with simulated data, fixed seed). The global opti-
mum is marked with a red dot and a red circle, while the other best minima are
marked with a red dot.

With regard to Table 6.6, the ga optimization routine resulted the most accu-
rate, as it is demonstrated by the lower values of σ2

x1
, σ2

x2
and σ2

z . Oppositely, in
a shortest time it has been possibile to execute several more simulation runs with
patternsearch, and this has permitted to find a better global minimum, although
the mean and variance values of its minima are larger than the ones found with ga.
In fact, with patternsearch it has been possible to execute 1200 simulation runs in
about 15 days, while ga took about 6 days for executing only 20 simulation runs:
it means that patternsearch has been about 25 times faster than ga in reaching
the optimum for a single optimization run.
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Figure 6.7: Simulated measurements for x = [1.00, 1.00] (reference measurements,
left) and x = [1.18, 0.39] (optimum found with the patternsearch optimization
algorithm, right).

x1 x2 µx1
µx2

σ2
x1

σ2
x2

ga 1.23 0.57 1.1405 0.5540 0.0272 0.1151
patternsearch 1.18 0.39 1.1052 0.6810 0.0561 0.1344

z µz σ2
z µn.it. µn.ev.

ga 0.0535 0.0585 1.05 · 10−5 48.05 96.10
patternsearch 0.0509 0.0635 3.17 · 10−5 15.14 38.40

Table 6.6: Comparison of the results obtained from the optimization runs executed
with ga and patternsearch (calibration with simulated data, fixed seed).
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Run x0,1 x0,2 x1 x2 z N.It. N.F.E.
1 2.80 2.95 0.0000 0.6592 0.1692 4 24
2 2.25 1.86 1.3213 0.0000 0.0777 6 30
3 0.17 1.02 0.8775 1.5150 0.0873 4 89
4 0.72 1.60 0.3544 0.7875 0.0811 3 202
5 2.03 0.66 1.6312 1.8729 0.1869 5 36
6 1.99 0.36 0.0000 0.0000 0.1693 2 26
7 2.56 0.50 0.0000 3.0000 0.2186 2 38
8 1.84 1.91 0.0000 0.5764 0.1607 7 33
9 2.31 1.64 0.0000 0.0000 0.1769 2 19
10 1.22 0.64 1.2200 0.6400 0.0651 2 202
11 1.88 2.50 2.0199 2.2210 0.2735 4 28
12 2.29 2.29 1.1869 0.0000 0.0684 7 37
13 2.10 2.45 0.0000 3.0000 0.2433 2 10
14 0.56 0.59 1.2011 0.3403 0.0699 7 202
15 0.63 2.30 0.3949 0.0000 0.0771 5 25
16 2.74 0.69 1.7006 0.8750 0.1113 8 202
17 1.04 2.10 0.7421 1.9162 0.1225 11 122
18 0.05 1.68 0.7491 1.3449 0.0785 8 202
19 1.82 1.35 1.2201 1.5742 0.1106 7 62
20 0.09 2.97 0.0147 0.0000 0.1732 3 12

Table 6.7: Summary table with the results of the simulation runs executed with
fmincon (calibration with simulated data, random seed). The bolded row coincides
with the simulation run that has yield the global optimum.

6.1.2 Simulations with Random Seed

In this section, the results of the simulation runs executed with random seeds are
analyzed and, then, compared.

Constrained Nonlinear Optimization

This time it has been possible to obtain useful results from the fmincon optimiza-
tion routine, since it did not terminate at the first iteration. By analyzing the
outputs of the 20 simulation runs, the optimum3 z = 0.0651 has been found for
x = [1.22, 0.64] (Table 6.7). However, the average of the optima is µz = 0.1361,

3It has to be remembered that, for the current algorithm for calibration, the objective function
is obtained as the average of 5 objective functions calculated with the same mean headway time
and mean reaction time but different seed, and so it is normal to find bigger values for the
objective function, compared to the previous section.
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Figure 6.8: Optimum points in the state space for the 20 simulation runs executed
with fmincon (calibration with simulated data, random seed). The global optimum
is marked with a red dot and a red circle, while the two other best minima are
marked with a red dot.

x0,1 x0,2 x1 x2 z N.It. N.F.E.

µ 1.5545 1.6030 0.7317 1.0161 0.1361 4.95 80.05
σ2 0.8303 0.7063 0.4560 0.9854 4 · 10−3 6.68 5.89 · 103

Table 6.8: Mean and variance values for the outputs of the simulation runs exe-
cuted with fmincon (calibration with simulated data, random seed).

with a variance σz = 4 · 10−3. Regarding the calibrating parameters, their mean
values are µx1

= 0.7317 and µx2
= 1.0161, with variance values of σ2

x1
= 0.4560

and σ2
x2

= 0.9854: in fact, the points of minimum are sparse in the state space
(Figure 6.8). Other parameters could be seen in Table 6.8.
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Figure 6.9: Optimum points in the state space for the 20 simulation runs executed
with ga (calibration with simulated data, random seed). The global optimum
is marked with a red dot and a red circle, while the two other best minima are
marked with a red dot.

Genetic Algorithm

In 20 simulation runs, the optimum has been found close to the border (Figure 6.9):
z = 0.0601 in x = [1.18, 0.01] (Table 6.9). The fact that the minima have been
all found in a small area, delimited by x1 ∈ [1.0, 1.5], x2 ∈ [0.0, 1.0], means that
the values of variance are quite small, and the same could be said for the variance
of the minima (Table 6.10). On the other hand, each simulation had to be run
until the average change in the fitness value is less than options.TolFun: in fact it
took about 30 days to execute the 20 optimization runs.

Pattern Search

The 20 simulation runs with patternsearch (Table 6.11) have been executed in just
28 hours, with an average of 15.3 iterations and 37.2 evaluations of the objective
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Run x0,1 x0,2 x1 x2 z N.It. N.F.E.
1 2.38 2.87 1.21 0.19 0.0753 51 1020
2 0.50 0.51 1.12 0.18 0.0656 51 1020
3 0.40 1.10 1.23 0.21 0.0687 51 1020
4 2.78 1.54 1.29 0.19 0.0734 51 1020
5 0.09 2.29 1.18 0.01 0.0601 51 1020
6 2.27 2.72 1.32 0.58 0.0750 51 1020
7 1.42 2.56 1.15 0.70 0.0656 51 1020
8 0.39 2.04 1.17 0.00 0.0644 51 1020
9 1.93 2.90 1.10 0.29 0.0808 51 1020
10 2.66 2.51 1.21 0.83 0.0826 51 1020
11 0.98 0.98 1.13 0.23 0.0638 51 1020
12 1.97 0.10 1.39 0.52 0.0828 51 1020
13 1.16 1.90 1.21 0.91 0.0730 51 1020
14 2.56 2.72 1.02 0.79 0.0623 51 1020
15 2.54 2.20 1.13 0.51 0.0807 51 1020
16 2.85 0.69 1.20 0.59 0.0661 51 1020
17 2.80 2.95 1.24 0.66 0.0819 51 1020
18 1.89 0.96 1.23 0.01 0.0658 51 1020
19 0.48 1.75 1.24 0.38 0.0755 51 1020
20 1.23 1.09 1.14 0.65 0.0722 51 1020

Table 6.9: Summary table with the results of the simulation runs executed with
ga (calibration with simulated data, random seed). The bolded row coincides with
the simulation run that has yield the global optimum.

x0,1 x0,2 x1 x2 z N.It. N.F.E.

µ 1.6640 1.8190 1.1955 0.4215 0.0718 51 1020
σ2 0.8960 0.7969 0.0068 0.0832 5.46 · 10−5 0 0

Table 6.10: Mean and variance values for the outputs of the simulation runs exe-
cuted with ga (calibration with simulated data, random seed).

function. The optimum z = 0.0603 is achieved in x = [1.11, 0.46]; mean and
variance values could be seen in Table 6.12. In this case too, the points of optimum
are concentrated in the same specific area (Figure 6.10).

Comparison of Simulations with Random Seed

The outputs from the previous optimization runs are summarized in Table 6.13.
It can be easily seen how fmincon is not suitable for calibrating the parameters of
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Run x0,1 x0,2 x1 x2 z N.It. N.F.E.
1 2.85 0.69 1.35 0.75 0.0684 13 33
2 1.82 1.46 1.32 0.58 0.0656 15 37
3 2.67 2.29 1.17 0.42 0.0614 15 33
4 1.37 0.06 1.12 1.06 0.0658 15 44
5 2.46 1.33 0.96 0.33 0.0801 21 45
6 1.85 2.38 1.35 0.63 0.0780 15 35
7 2.77 2.21 1.15 0.21 0.0700 27 66
8 0.53 1.22 1.16 0.22 0.0642 13 32
9 2.81 2.75 1.37 1.00 0.0724 17 39
10 1.23 2.68 1.23 0.18 0.0838 11 27
11 0.17 1.06 1.17 1.06 0.0748 13 30
12 2.44 0.03 1.25 0.03 0.0732 23 45
13 0.42 0.61 0.42 0.61 0.0770 7 20
14 0.60 1.81 1.16 0.31 0.0691 17 43
15 0.82 0.60 1.26 0.60 0.0831 11 32
16 0.05 2.24 1.05 1.24 0.0692 17 36
17 1.34 2.80 1.09 0.80 0.0614 11 29
18 1.40 1.26 1.40 0.51 0.0673 13 38
19 2.54 1.58 0.67 0.58 0.0829 13 31
20 0.61 2.02 1.11 0.46 0.0603 19 49

Table 6.11: Summary table with the results of the simulation runs executed with
patternsearch (calibration with simulated data, random seed). The bolded row
coincides with the simulation run that has yield the global optimum.

x0,1 x0,2 x1 x2 z N.It. N.F.E.

µ 1.5375 1.5540 1.1375 0.5790 0.0714 15.30 37.20
σ2 0.9354 0.7507 0.0562 0.1088 5.62 · 10−5 21.17 96.17

Table 6.12: Mean and variance values for the outputs of the 20 simulation runs
executed with patternsearch (calibration with simulated data, random seed).

such a traffic model: the variance values of mean headway time and mean reaction
time are too high to be considered trustworthy. This could have been predicted
with a look at the shape of the objective function (Figure 6.1(c)), similar to the
phenomenon observed in Section §3.1.

On the other hand, ga and patternsearch have comparable values of variance for
the calibrating parameters. While the ones from ga could be slightly better than
the ones obtained from patternsearch, the length of their optimization runs are not
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Figure 6.10: Optimum points in the state space for the 20 simulation runs executed
with patternsearch (calibration with simulated data, random seed). The global
optimum is marked with a red dot and a red circle, while the two other best
minima are marked with a red dot.

x1 x2 µx1
µx2

σ2
x1

σ2
x2

fmincon 1.22 0.64 0.7317 1.0161 0.4560 0.9854
ga 1.18 0.01 1.1955 0.4215 0.0068 0.0832

patternsearch 1.11 0.46 1.1375 0.5790 0.0562 0.1088

z µz σ2
z µn.it. µn.ev.

fmincon 0.0651 0.1361 4.00 · 10−3 4.95 80.05
ga 0.0601 0.0718 5.46 · 10−5 51.00 1020.00

patternsearch 0.0603 0.0714 5.62 · 10−5 21.17 96.17

Table 6.13: Comparison of the results obtained from the optimization runs exe-
cuted with fmincon, ga and patternsearch (calibration with simulated data, random
seed).
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commensurable: patternsearch is able to reach a solution at least 25 times faster
than ga.

Therefore, for the simulations involving the calibration and validation algorithm,
patternsearch will be the selected optimization routine.

6.2 Calibration and Validation

As it has been seen in the previous section, the process of calibration and validation
will be executed using patternsearch as the optimization routine.

6.2.1 Calibration Process

After 400 optimization runs, patternsearch found the minimum z = 0.1477 of the
objective function in x = [1.55, 0.62]: this value is bigger than the minima found in
the previous sections because, in this case, the simulated measurements are com-
pared with the real measurements and not with other simulated measurements.

Most of the optima have a value for the mean headway time at about x1 = 1.5,
while for the mean reaction time the values are spread in the interval x2 ∈ [0.0, 1.0]
(Figure 6.11). This is also confirmed in Table 6.14: most of the values for the mean
headway time are comprised between 1.50 and 1.60, while the values for the mean
reaction time are comprised between 0.20 and 0.60, an interval four times wider.
So, it could be confirmed (since this situation has been already seen in Section
§6.1) that the mean headway time is a more sensitive parameters, than the mean
reaction time, for the evaluation of the objective function, and so x1 is more influ-
ential than x2 on the flow of the vehicles on the network. However, the Paramics
model of the network is only able to barely replicate the flow, the density, and
the speed of the vehicles detected in the real network, as they could be compared
in Figure 6.12: it is noticeable that the simulated vehicles are, in average, faster
than the real vehicles, in particular during the occurrence of the traffic jam. This
fact could be justified by the imperfect modeling of the network, especially in its
critical parts as, for example, the connections to the service station.

The patternsearch algorithm could be still regarded as an absolutely fast opti-
mization routine for this kind of simulation, since it is able to find an optimum,
averagely, in just 18 iterations (Table 6.15).
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Figure 6.11: Optimum points in the state space for the 400 simulation runs ex-
ecuted with patternsearch (calibration and validation, random seed). The global
optimum is marked with a red dot and a red circle, while the other best minima
are marked with a red dot.

Run x1 x2 z Run x1 x2 z
16 1.55 0.62 0.1477 232 1.58 0.36 0.1509
330 1.56 0.66 0.1485 310 1.54 0.56 0.1509
329 1.39 0.21 0.1491 213 1.52 0.71 0.1510
73 1.59 0.37 0.1500 113 1.54 0.36 0.1511
119 1.54 0.46 0.1502 142 1.57 0.39 0.1511
307 1.52 0.46 0.1502 366 1.52 0.49 0.1511
34 1.47 0.62 0.1503 195 1.54 0.35 0.1512
91 1.61 0.35 0.1505 64 1.47 0.25 0.1513
359 1.57 0.43 0.1506 255 1.54 0.53 0.1513
239 1.58 0.35 0.1507 351 1.56 0.40 0.1513

Table 6.14: Summary table with the best results of the 400 simulation runs exe-
cuted with patternsearch (calibration and validation, random seed).
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Figure 6.12: Reference measurements (left) and simulated measurements for x =
[1.55, 0.62] (optimum found with the patternsearch optimization algorithm, right).

x0,1 x0,2 x1 x2 z N.It. N.F.E.

µ 1.4976 1.4827 1.4626 0.4358 0.1563 17.99 45.84
σ2 0.6968 0.7104 0.0547 0.0857 1.97 · 10−4 20.19 151.89

Table 6.15: Mean and variance values for the outputs of the 400 simulation runs
executed with patternsearch (calibration and validation, random seed).

6.2.2 Validation Process

Once the calibration of the model parameters has been executed, the process of
validation could be finally started. Since the optimum for the calibration scenario
has been found in x = [1.55, 0.62], this couple of parameters will be used to simu-
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late the flow of the vehicles in a different scenario (Section §5.1.2): the simulated
measurements will be, in fact, compared with the measurements detected on the
real network on January 31st, 2006, from 7:40 to 8:30.

As it could have been predicted due to the insufficient accuracy of the model,
the calculated Theil’s inequality coefficient is higher than any likely satisfactory
value it could have been desired4: for x = [1.55, 0.62], the simulation has yielded
U = 29.01%. But, since in this case study the coefficient is composed by two
terms (U = Uf +Uv), an acceptable value would be smaller than 20%; in this case,
Uf = 17.33% and Us = 11.68%.

Since Theil’s inequality coefficient is too large, the model of the network could
not be considered as validated, and therefore such model should be improved and
re-calibrated.

6.3 Cross-Validation

The cross-validation process (Section §5.3) has been executed using patternsearch
as the optimization routine involved in the calibration of the mean headway time
and the mean reaction time. The procedure is divided in two parts: the first one
consists in calibrating the parameters through the calibration scenario (January
30th, 2006) and in validating them through the validation scenario (January 31st,
2006); the second part is performed in the same manner, with the only difference
being the swapping of the scenarios: the calibration scenario will be the one se-
lected from January 31st, while the validation scenario will be the one selected
from January 30th.

The first set of simulation runs, as expected, has yielded an optimum and its rela-
tive parameters similar to the ones already obtained in Section §6.2: zA = 0.1506
in xA = [1.57, 0.46]; the optima found are shown in Figure 6.13(a). The second
set of simulations, instead, has produced very different values for the calibrating
parameters, in particular for the mean reaction time: xB = [1.23, 1.95], corre-
sponding to zB = 0.1296 (Figure 6.13(b)). The simulated measurements may be
compared with the real ones obtained from the validation scenario in Figure 6.14.
Comparing the values from both the simulations (Table 6.16), it could be seen that
the Paramics model of the network is better suited for the scenario of January 31st
(selected as the validation scenario), than for the one of January 30th (selected as
the calibration scenario).

4Theil’s inequality coefficient should be less than 5 − 10%.
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Figure 6.13: Optimum points in the state space for the 2 sets of 20 simulation runs
executed with patternsearch (cross-validation, random seed). The global optimum
is marked with a red dot and a red circle, while the two other best minima are
marked with a red dot.

Set x1 x2 µx1
µx2

σ2
x1

σ2
x2

#A 1.57 0.46 1.3687 0.4790 0.0963 0.1537
#B 1.23 1.95 1.1761 1.7543 0.0821 0.3024

Set z µz σ2
z µn.it. µn.ev.

#A 0.1506 0.1585 9.31 · 10−5 17.70 43.95
#B 0.1296 0.1433 1.57 · 10−4 17.80 45.85

Table 6.16: Comparison of the results obtained from the first set and from the
second set of optimization runs with patternsearch (cross-validation, random seed).

The ultimate parameters, that should fit for both the scenarios, are estimated
by means of x = 0.5 · (xA + xB); unfortunately, these values are quite distant
from the original ones, especially for the mean reaction time: x1 = 1.40, and
x2 = 1.21. By simulating again the traffic of the vehicles for both scenarios, this
time using x = [1.40, 1.21], it could be seen how the flows (Figures 6.15(e), 6.15(f))
are different from the flows obtained with the optima values of the parameters (Fig-
ures 6.15(c), 6.15(d)), and obviously more different from the real measurements
(Figures 6.15(a), 6.15(b)).

6.4 Summary

The optimization routines of fmincon, ga and patternsearch have been compared
through the algorithm for calibration with simulation data, and patternsearch is
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Figure 6.14: Real measurements (left) and simulated measurements for x =
[1.23, 1.95] (optimum found with the patternsearch optimization algorithm, right),
concerning the validation scenario.

arisen to be the most effective of them. Afterward, the algorithm for calibration
and validation has been executed: the process of optimization has been success-
fully performed by means of patternsearch, while the model could not have been
validated due to the excessive value achieved for the measure of fitness. Finally, a
short test of the algorithm for cross-validation has been completed, showing how
much the calibrated parameters could be dissimilar to each other, depending on
the selected scenario.
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(c) Simulated measurements (x = [1.57, 0.46]).
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Figure 6.15: Comparison between the real and the simulated measurements of the
flow of the vehicles (calibration scenario on the left, validation scenario on the
right).



84 Results



Chapter 7

Conclusions and Future Research

7.1 Conclusions

The purpose of this MSc project is the design of an algorithm that is able to cali-
brate and validate the parameters of the model of a traffic network.

At first, the Paramics model of a 10 kilometres highway stretch has been built, in
order to provide the case study for the calibration and the validation processes; the
model includes the layout of the network and the service station, the evaluation
of the origin-destionation matrix, and the estimation of the demand profiles.

Then, the algorithm for the calibration of (some of) the parameters that regu-
late the flow of the vehicles on the network has been formulated, and several runs
have been executed. By means of the algorithm for calibration with simulated
data, the optimization routine patternsearch has been selected as the most effi-
cient for a such task, as it prevailed on fmincon and ga. In fact, the accuracy on
the results obtained with patternsearch and with ga is quite bigger compared to
the one obtained with fmincon: for example, the variance of the objective function
is about 100 times smaller than the one obtained by using fmincon. Then, pat-
ternsearch has prevailed on ga, since the routine based on direct search is able to
reach a valuable solution of the optimization problem about 10 times faster than
the genetic algorithm.

With patternsearch selected as the most effective optimization routine, the al-
gorithm for the calibration of the mean headway time x1 and of the mean reaction
time x2 has been run. The results have shown that the mean headway time is,
amongst the two parameters, the most sensitive one, since the values obtained
from the several simulation runs oscillate around x1 = 1.5, while the values for the
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mean reaction time are spread in a relatively wide interval: x2 ∈ [0.0, 1.0]. There-
fore, it has not been possible to select a particular point as the global optimum,
but only a well-defined area in the state space where the optimum value of the
objective function could be likely found.

Finally, the algorithm for validation stated the inefficiency of the model: the per-
formance of the traffic flow, simulated with the calibrated parameters, is not close
enough to the real behavior of the vehicles, since the simulated measurements and
the actual measurements are not comparable yet, as pointed out by the high value
of Theil’s inequality coefficient: an improvement of the model is still needed, and
some related suggestions are described in Section §7.2. In fact, the model is not
recommended to be used for other purposes (e.g., dynamic speed control), at least
until it is successfully validated.

7.2 Future Research

In this section the improvements, that could be applied on the whole algorithm
submitted in this thesis project, are discussed in order to quickly achieve better
results (short term research). Furthermore, some hints, guidelines and suggestions
for another MSc project (medium term research) and for a PhD project (long term
research) on this same topic are presented.

7.2.1 Short Term Research: Improvements on this Project

Modeling of the Traffic Network

A moderate improvement on the minumum value of the objective function could
be achieved with a more accurate modeling of the highway: as an example, if the
position of the missing detector loops could be obtained, they could be inserted
in the model of the network and their measurements could be compared with the
outputs of the Paramics simulation.

Another little improvement on the model could be obtained by accurately model-
ing the structure of the road: the network, in fact, is not an exact stretch, since
it presents some large curvatures. If these curvatures were modeled, the vehicles
would moderately brake in such parts of the highway as it happens in the real
world. The same could be said regarding the width of the lanes, which is unknown
and has been only estimated for this model.

Finally, by a quick analysis of Figures 6.12 and 6.14, it could be seen how the
flow of the vehicles in the simulations is, on average, higher than the flow obtained
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from the real measurements. This may have been caused by the absence of the
subsequent part of the stretch, which contains an on-ramp: the vehicles of the
model, since they do not know about the probable traffic jams caused by the ve-
hicles entering the highway from the on-ramp, are not subjected to the effects of
these traffic jams and so they may continue to flow until the end of the model net-
work without being perturbed. This undesidered effect is reduced by the presence
of the forced speed limits at the end of the network, but probably it is not totally
nullified.

Modeling of the Service Station and Demand Profiles

The biggest obstacle for the building of a truthful model is the presence of the
service station: the data regarding the vehicles that enter and leave the service
station are not available, and this does not allow the algorithm to build accurate
origin-destination matrix and demand profiles for such vehicles.

A different method (from the one used in this project) for the evaluation of these
demand profiles is based on a dynamic estimation of the number of vehicles that
enter and leave the highway for the service station. As an example, for each minute
of the simulation period, the number of vehicles that enter the service station could
be estimated as follows:

nv(j) =
f8(j) − {a(j)f9(j) + [1 − a(j)] f9(j + 1)}

60

where j is the j-th minute of the simulation, f8 and f9 are, respectively, the
measured flows at detector loop 8 (the one before the off-ramp) and at detector
loop 9 (the one after the off-ramp), and a(j) ∈ [0 ÷ 1] is a coefficient that is
determined by the speed of the vehicles in the link between the above-mentioned
detector loops. This method works only if the mean speed is such that the vehicles
could move from the 8th detector to the 9th in a period of time smaller than one
minute. In order to overcome this complication, the coefficient a(j) may also
depend by the average time needed by the vehicles to cover the distance from
the 8th to the 9th detector loop. In this way, it could be possible to have three
different profiles instead of the one used for the three paths of the OD matrix.

Speed Limits

In this project a speed limit of 120 km/h has been applied to the whole stretch, as it
is the standard speed limit on the Dutch highways. However, since the speed limits
applied on the real stretch are not available in the data supplied by the Ministry of
Transportations, it could be useful to travel across the case-study stretch in order
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to discover which are the real speed limits, hypothesizing that they have not been
changed since January 2006; elsewhere, the speed limits could also be estimated
from the speed measurements detected during conditions of free-flow traffic.

Length of the Simulation Interval

The selected simulation period (50 minutes) is probably too short for obtaining
accurate results but, due to the excessive length of the Paramics simulations, it
has not been possible to extend this period: an improvement on the results could
be obtained if the selected simulation period is longer than the current one (e.g.,
1 hour and a half, 2 hours, or more, instead of 50 minutes).

Simulation Parameters

Some parameters of the simulation could be modified to improve the accuracy of
the model. As an example, t shift could be decomposed in two parts1: t shift =
t1 + t2, where t1 is the average time needed by the vehicles to reach the service
station from the origin of the stretch, and t2 is the average time for fueling. Fur-
thermore, t2 could increase if the service station includes a supermarket and/or a
bar. The parameter t rise should be modified too, since it depends on t shift.

Regarding the Paramics simulations, the parameter timestep could be increased
in order to obtain bigger accuracy; on the opposite, this would increase the simu-
lation time too.

Then, an accurate estimation of the number of simulation runs needed for a correct
evaluation of the objective function should be performed, as described in Section
§3.1. By this approach, a higher value for the parameter nr (instead of nr = 5)
will be probably found, and the total simulation time will be further increased, as
a tradeoff between accuracy and quickness.

Objective Function

The objective function could be easily extended so that it could also include the
effect of the density measured at the detector loops, as this already occurs with
the flow and the speed of the vehicles:

z(x) = afzf (x) + avzv(x) + adzd(x)

where the weights af , av, ad do not necessarily have the same value.

1This parameter would not be any longer necessary if the technique for modeling the demand
profiles, presented previously in Section §7.2.1, is applied.
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Measure of Fitness

Theil’s inequality coefficient could be decomposed in three parts (Section §3.4),
that could be separately studied: this would help in understanding how the error
has been originated, and in which part of the model it is suggested to address the
biggest effort in order to improve the measure of fitness.

7.2.2 Medium Term Research: MSc Project

A future MSc project could complete the work started with this thesis. Through
the algorithm developed in Section §5.2 and improved as previously suggested in
Section §7.2.1, a larger and more complex traffic network could be calibrated and
validated (as an example, it could be the whole A12 highway or an urban net-
work). If the network measurements are gathered together in files organized in the
same manner as the files used for this project, the algorithm for calibration and
validation would be immediately available in order to start the process.

In the future project, the cross-validation procedure could also be executed by
using a wide set of scenarios or by studying another simple stretch (for example,
without service station). Another task could be the selection of new calibrating
parameters (perhaps it could be done after having studied their sensitivity on the
objective function), as well as the calibration of the origin-destination matrix and,
eventually, of the demand profiles.

The thesis could be completed with a study on the evaluation of the best param-
eters for the optimization routines (e.g., the tolerances on the objective function
and on the optimization variables, the poll method in patternsearch, the selection
function in ga, and so on), in order to make the most of their efforts. It could
be also studied whether the optimization routines could be run in succession: as
an example, one optimization algorithm could be used to reach more quickly a
satisfactory value of the parameters, that could be then improved by means of
another algorithm.

7.2.3 Long Term Research: PhD Project

A long term project could deal with the task of better modeling the characteris-
tics of the flow of the vehicles through the network, by also using other simulation
software packages. They could be more successful than Paramics in modeling, for
example, the car-following or the lane-changing behavior, and so a lower value of
objective function could be found.
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Once the network is deemed to have been calibrated and validated, finally some
control measures could be applied to the vehicles in order to maximize the per-
formance of the traffic flow (e.g., to decrease the traveling time, the length of the
queues, the pollutant emissions). The control measures (e.g., ramp metering, route
guidance, dynamic speed limits) can be ruled by different control strategies (e.g.,
Model Predictive Control), and they could be compared in order to evaluate which
one is the most effective for the case-study network.

Other aspects that could be investigated are the applicability of on-line control
strategies, and of distinct control strategies to be applied during exceptional cir-
cumstances, as accidents, or during critical weather conditions (e.g., heavy rain,
snow).
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