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Abstract

In this paper, we consider partially observable timed automata endowed with a single
clock. A time interval is associated with each transition specifying at which clock
values it may occur. In addition, a resetting condition associated to a transition
specifies how the clock value is updated upon its occurrence. This work deals with the
estimation of the current state given a timed observation, i.e., a succession of pairs of
an observable event and the time instant at which the event has occurred. The problem
of state estimation for a timed automaton is reduced to the reachability analysis of an
associated zone automaton, which provides a purely discrete event description of the
behaviour of the timed automaton. An algorithm is formulated to provide an approach
for state estimation of a timed automaton based on the assumption that the clock is
reset upon the occurrence of each observable transition.
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I. INTRODUCTION

In the area of discrete event systems (DES), a large body of literature considers logical
DES, where time is abstracted and only the order of occurrences of the events is taken
into account. The problem of state estimation has received a lot of attention considering
different observation structures in different formalisms, in particular automata [1] and Petri
nets [2]. Significant contributions have also been provided in the framework of timed DES.
As an example, [3], proposes a state estimation approach for a particular class of weighted
automata, where the time information of transition firability is given to weights. References
[4], [5], [6], and [7] address the problem of state estimation of a class of timed automata
under a rather restrictive scenario where the endowed single clock is reset to zero after each
event occurrence. The state estimation of timed DES has also been considered in [8] and [9],
but no general approach concerning state estimation for a general class of timed DES exists.

Another active area of research is that of hybrid systems (HS) [10], [11], characterized
by the interplay between discrete event and time-driven dynamics. These systems can be
modeled by hybrid automata, and in particular by timed automata [12] concerning time
elapsing as time-driven dynamics. State estimation of timed automata has also been studied.
In [12], the reachability of locations can be analysed by searching the finite quotient of a
timed automaton with respect to the region equivalence defined over the set of all clock
interpretations. However, the reachability is analyzed regardless of any observations. Tripakis
proposes an online diagnoser in [13] that keeps track of all the possible discrete states.
Thereby, state estimation problem is theoretically solvable. In [14] and [15], timed markings
are used for representing the closure under silent transitions. Observe that in [13]–[15], only
online estimators have been proposed. In particular the model we consider in this paper, that
we call timed finite automaton can be either seen as a finite state automaton endowed with a
clock or as a timed automaton [12] whose edges are labeled.

A related problem in a decentralized setting is studied in [16], where the asynchronous polling
of distributed sub-systems is called synchronization. Concerning timed automata, references
[17], [18], and [19] discuss how to define concurrent composition for timed automata, which
can be used to construct complex models.

This paper considers a partially observable timed finite automaton (TFA) endowed with a
single clock. The logical structure specifies the set of discrete states of a TFA, the sequences
of events that the TFA can generate and the observations they produce. The timed structure
specifies the set of clock values that allow an event to occur and how the clock is reset
upon the event occurrence. A timed state of a TFA consists of a discrete state and a clock
value. Our objective is that of estimating the current discrete state of the automaton as a
function of the current observation and of the current time. The notion of T -reachability is
proposed to describe which discrete states can be reached with a given timed observation
of duration T . We show that the problem of T -reachability for a TFA can be reduced to
the reachability analysis of a nondeterministic finite state automaton, called zone automaton.
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Thus, the discrete state estimation problem for the TFA can be studied by the determinization
of the zone automaton.

The proposed state estimation approach consists of two steps. When no observation occurs
and time elapses, the state estimation is given by a finite set of extended states of the zone
automaton, which depends on the current time. When a timed observation occurs, we update
the discrete state estimation and reset the clock value to a finite set of zones according to
the reinitialized observation (RO) assumption. We prove that the set of all possible state
estimates is finite (see Remark 1). This means that in principle, a finite observer [20] could
be constructed with an offline procedure, paving the way to the verification of a large set of
dynamical properties, such as detectability [21], opacity [22] and resilience to cyber-attack
[23], which depend on the overall behavior of the system. This is left for future work.

The rest of the paper is organized as follows. Section II introduces the background of DES,
timed automata and time semantics. Section III formally state the problem of state estimation.
Section IV illustrates the approaches to compute zones and to construct the zone automaton.
Section V provides necessary and sufficient conditions for the reachability of a state of the
timed automaton in terms of reachability analysis in the zone automaton. Section VI solves the
problem of updating the state estimation according to the latest received timed observation.
Finally, Section VII concludes this paper.

II. BACKGROUND

A nondeterministic finite automaton (NFA) is a four-tuple G = (X,E,∆, X0), where X is a
finite set of states, E is a finite set of events, ∆ ⊆ X ×E ×X is the transition relation and
X0 ⊆ X is the set of initial states. The set of events E can be partitioned as E = Eo∪̇Euo,
where Eo is the set of observable events, and Euo is the set of unobservable events. We denote
by E∗ the set of all finite strings on E, including the empty word ε. The concatenation s1 ·s2
of two strings s1 ∈ E∗ and s2 ∈ E∗ is a string consisting of s1 immediately followed by
s2. The empty string ε is an identity element of concatenation, i.e., for any string s ∈ E∗, it
holds that ε ·s = s = s ·ε. Given a string in E∗, the observation is defined via the observation
projection Pl : E∗ −→ E∗

o defined as: Pl(ε) = ε, and for all s ∈ E∗ and e ∈ E, it is
Pl(s · e) = Pl(s) · e if e ∈ Eo, or Pl(s · e) = Pl(s) if e ∈ Euo.

Let R≥0 be the set of non-negative real numbers and N be the set of natural numbers. A closed
interval, i.e., closed on both sides, is denoted as [m,n], while open or semi-open intervals
are denoted as (m,n), [m,n) or (m,n]. We denote the set of all time intervals and the set
of all closed time intervals as I and Ic, respectively, where Ic ⊆ I. The addition1 of I1 and
I2 is defined as I1

⊕
I2 = {t1 + t2 ∈ R≥0 | t1 ∈ I1, t2 ∈ I2} and the distance range between

them as D(I1, I2) = {|t1 − t2| | t1 ∈ I1, t2 ∈ I2}.

1The addition operation is associative and commutative and can be extended to n > 2 time intervals
n⊕

i=1

Ii =

I1
⊕

· · ·
⊕

In.
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Definition 1: A timed finite automaton (TFA) is a six-tuple G = (X,E,∆,Γ, Reset,X0) that
operates under a single clock, where X is a finite set of discrete states, E is an alphabet,
∆ ⊆ X×E×X is a transition relation, Γ : ∆ → Ic is a timing function, Reset : ∆ → Ic∪{id}
is a clock resetting function such that for δ ∈ ∆, the clock is reset to be an integer value in
a time interval I ∈ Ic (Reset(δ) = I), or the clock is not reset (Reset(δ) = id), and X0 ⊆ X

is the set of initial discrete states. □

For the sake of simplicity, we assume that the clock is set to be 0 initially. A transition
(x, e, x′) ∈ ∆ denotes that the occurrence of event e ∈ E leads to x′ ∈ X when the TFA is at
x ∈ X . The time interval Γ((x, e, x′)) specifies a range of clock values at which the event e
may occur, while Reset((x, e, x′)) ∈ Ic denotes the range of the clock values that are reset to
be and Reset((x, e, x′)) = id implies that the clock is not reset. The set of output transitions
at x is defined as O(x) = {(x, e, x′) ∈ ∆ | e ∈ E, x′ ∈ X}, and the set of input transitions
at x is defined as I(x) = {(x′, e, x) ∈ ∆ | e ∈ E, x′ ∈ X}.

A timed state is defined as a pair (x, θ) ∈ X × R≥0, where θ is the current value of the
clock. In other words, a timed state (x, θ) keeps track of the current clock assignment θ

while G stays at state x. The behaviour of a TFA is described via its timed runs. A timed
run ρ of length k ≥ 0 from t0 ∈ R≥0 to tk ∈ R≥0 is a sequence of k + 1 timed states
(x(i), θ(i)) ∈ X×R≥0 (i = 0, · · · , k), and k pairs (ei, ti) ∈ E×R≥0 (i = 1, · · · , k), represented

as ρ : (x(0), θ(0))
(e1,t1)−−−→· · · (x(k−1), θ(k−1))

(ek,tk)−−−→(x(k), θ(k)) such that (x(i−1), ei, x(i)) ∈ ∆, and
the following conditions hold for all i = 1, · · · , k:

• θ(i) ∈ Reset((x(i−1), ei, x(i))) and θ(i−1) + ti − ti−1 ∈ Γ((x(i−1), ei, x(i))), if
Reset((x(i−1), ei, x(i))) ̸= id;

• θ(i) = θ(i−1) + ti − ti−1 ∈ Γ((x(i−1), ei, x(i))), if Reset((x(i−1), ei, x(i))) = id.

We define the timed word generated by ρ as σ(ρ) = (e1, t1)(e2, t2) · · · (ek, tk) ∈ (E ×R≥0)
∗.

We also define the logical word generated by ρ as S(σ(ρ)) = e1e2 · · · ek via a function
defined as S : (E × R≥0)

∗ → E∗. For the timed run of length 0 as ρ : (x(0), θ(0)), we have
S(σ(ρ)) = ε and σ(ρ) = λ, where λ denotes the empty timed word in E × R≥0. For the
timed word σ(ρ) generated from an arbitrary timed run ρ, it is λ · σ(ρ) = σ(ρ) = σ(ρ) · λ.
The starting discrete state and the ending discrete state of a timed run ρ are denoted by
xst(ρ) = x(0) and xen(ρ) = x(k), respectively. The starting time and the ending time of ρ are
denoted by tst(ρ) = t0 and ten(ρ) = tk, respectively. In addition, the duration of ρ is denoted
as T (ρ) = tk − t0. The set of timed runs generated by G is denoted as R(G).

A timed evolution of G from t0 ∈ R≥0 to t ∈ R≥0 is defined by a pair (σ(ρ), t) ∈ (E ×
R≥0)

∗×R≥0, where tst(ρ) = t0 and ten(ρ) ≤ t. Note that t−ten(ρ) is the time that the system
stays at the ending discrete state xen(ρ). Furthermore, we denote as E(G, t) = {(σ(ρ), t) |
(∃ρ ∈ R(G)) xst(ρ) ∈ X0, tst(ρ) = 0, ten(ρ) ≤ t} the timed language of G from 0 to t ∈ R≥0,
that contains all possible timed evolutions of G from 0 to t.

Definition 2: Given a TFA G = (X,E,∆,Γ, Reset,X0) and a time instant T ∈ R≥0, a
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discrete state x′ ∈ X is said to be T -reachable from x ∈ X if there exists a timed evolution
(σ(ρ), t) ∈ (E ×R≥0)

∗ ×R≥0 of G such that t− tst(ρ) = T , xst(ρ) = x, and xen(ρ) = x′. In
addition, x′ is said to be unobservably T -reachable from x if x′ is T -reachable from x with
a timed evolution (σ(ρ), t) such that S(σ(ρ)) ∈ E∗

uo. □

In simple words, x′ is T -reachable from x if a timed evolution leads the system from x to x′

with an elapsed time T . If there exists such a timed evolution that produces no observation,
x′ is unobservably T -reachable from x.

Example 1: Given a TFA G = (X , E, ∆, Γ, Reset, X0) in Fig. 1(a) with X =

{x0, x1, x2, x3, x4}, E = {a, b, c}, ∆ = {(x0, c, x1), (x0, b, x2), (x1, a, x4), (x2, c, x3),
(x3, a, x2), (x4, b, x3)}, the initial state in X0 = {x0} is marked by an input arrow. The
information given by the timing function Γ and the clock resetting function Reset defined
in Fig. 1(b) is presented on the edges. Given an edge denoting a transition δ ∈ ∆, the label
θ ∈ Γ(δ)? on the edge specifies if δ is enabled with respect to θ; the label θ :∈ Reset(δ)

(resp., θ := id) on the edge specifies to which range θ belongs (resp., specifies that the clock
is not reset) after the transition is fired. Consider a timed run ρ : (x0, 0)

(b,0.5)−→ (x2, 0.5)
(c,2)−→

(x3, 2)
(a,2)−→ (x2, 0) that starts from xst(ρ) = x0 at tst(ρ) = 0 and terminates in xen(ρ) = x2

at ten(ρ) = 2. Three transitions (x0, b, x2), (x2, c, x3), and (x3, a, x2) occur at time instants
t1 = 0.5, t2 = 2 and t3 = 2, respectively. The transitions (x0, b, x2) and (x2, c, x3) do not
lead the clock to be reset, while (x3, a, x2) resets the clock to 0. Given a timed evolution
(σ(ρ), 2), it follows that x2 and x3 are 2-reachable from x0. □

(a) A TFA G.

δ ∈ ∆ Γ(δ) Reset(δ)

(x0, c, x1) [1, 3] [1, 1]

(x0, b, x2) [0, 1] id

(x1, a, x4) [1, 3] [0, 1]

(x2, c, x3) [1, 2] id

(x3, a, x2) [0, 2] [0, 0]

(x4, b, x3) [0, 1] [0, 0]
(b) Timing function and clock resetting function.

Fig. 1: A TFA G w.r.t. the given timing function and clock resetting function.

III. PROBLEM STATEMENT

In this work we model a partially observed timed plant as a TFA G = (X,E,∆,Γ, Reset,X0)

with a partition of the alphabet into observable and unobservable events: E = Eo∪̇Euo. Next
we preliminarily define a projection function on timed words.

Definition 3: Given a TFA G with E = Eo∪̇Euo, a projection function P : (E × R≥0)
∗ −→

(Eo ×R≥0)
∗ is defined as P (λ) = λ, and P (σ(ρ) · (e, t)) = P (σ(ρ)) if e ∈ Euo, or P (σ(ρ) ·
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(e, t)) = P (σ(ρ)) · (e, t) if e ∈ Eo, for the timed word σ(ρ) ∈ (E × R≥0)
∗ generated from

any timed run ρ ∈ R(G) and for all (e, t) ∈ E ×R≥0. Given a timed evolution (σ(ρ), t), the
pair (σo, t) = (P (σ(ρ)), t) is said to be the timed observation. □

Definition 4: Given a TFA G with E = Eo∪̇Euo, and a timed observation (σo, t), S(σo, t) =

{(σ(ρ), t) ∈ E(G, t)|P (σ(ρ)) = σo} is said to be the set of timed evolutions consistent with
(σo, t), i.e., the set of timed evolutions that can be generated by G from 0 to t producing the
timed observation (σo, t); meanwhile X (σo, t) = {xen(ρ) ∈ X|(σ(ρ), t) ∈ S(σo, t)} is said to
be the set of discrete states consistent with (σo, t), i.e., the set of discrete states in which G

may be, after (σo, t) is observed. □

This work aims at calculating the set X (σo, t), which includes the discrete states reached by
each timed evolution (σ(ρ), t) consistent with (σo, t). In addition, this work also provides a
range of the possible clock values associated with each timed evolution (σ(ρ), t).

IV. ZONE AUTOMATON

In [6] a zone automaton is defined to provide a purely discrete event description of the
behaviour of a given timed automaton endowed with a single clock reset at each event
occurrence. In this paper, we consider a more general setting, where the clock is not required
to be reset at each occurrence of an event. The resulting zone automaton differs from other
similar structures, such as the one originally introduced in [24] or that in [25]. The zones
associated with a discrete state x partition the clock values at x. The timed automaton in [6]
can be seen as a particular case of the TFA in this paper. In this section, a new algorithm is
provided to compute the zones associated with a given discrete state. After that, we illustrate
how to construct the zone automaton based on the zone automaton in [6]. We first introduce
the following definitions.

Definition 5: The set of regions of a discrete state x ∈ X is defined as R(x) =

{[mx,mx], (mx,mx+1), [mx+1,mx+1], (mx+1,mx+2), · · · , [Mx,Mx]}, where mx (resp.,
Mx) is the minimal (resp., maximal) integer in {Γ(δ)|δ ∈ O(x) ∨ (δ ∈ I(x), Reset(δ) =

id)} ∪ {Reset(δ) ̸= id|δ ∈ I(x)}. □

The integer mx (resp., Mx) represents the minimal (resp., maximal) clock value that can enable
an output transition at x and that can reach x by an input transition. Note that for a transition δ

inputting state x, we search minimal (resp., maximal) value in Γ(δ) if δ does not reset the clock
or Reset(δ) if δ resets the clock. The regions of x include the integers from mx to Mx and the
open segments between the integers. Given r = [k, k] ∈ R(x) (resp., r = (k, k + 1) ∈ R(x)),
where k = mx, · · · ,Mx − 1, its successive region is denoted as succ(r) = (k, k + 1) (resp.,
succ(r) = [k + 1, k + 1]). For instance, given the discrete state x0 of the TFA G in Fig. 1,
we have mx0 = 0 , Mx0 = 3, and R(x0) = {[0, 0], (0, 1), [1, 1], · · · , [3, 3]}.

Definition 6: Given a TFA G = (X , E, ∆, Γ, Reset, X0), the set of output transitions
at (x, r) ∈ X ×

⋃
x∈X

R(x) is defined as O(x, r) = {(x, e, x′) ∈ ∆|e ∈ E, x′ ∈ X, r ⊆
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Γ((x, e, x′))}, and the set of input transitions at (x, r) is defined as I(x, r) = {(x′, e, x) ∈ ∆ |
e ∈ E, (r ⊆ Reset((x′, e, x)) ̸= id) ∨ (Reset((x′, e, x)) = id, r ⊆ Γ((x′, e, x)))}. Obviously,
O(x) =

⋃
r∈R(x)

O(x, r) and I(x) =
⋃

r∈R(x)

I(x, r). □

The set of output (resp., input) transitions at (x, r) includes all the transitions that can fire
from x (resp. reach x) with a clock value in r. Based on this definition, Algorithm 1 merges
the regions rk, rk+1, · · · , rk′ ∈ R(x) into a zone if the following conditions hold for i = k +

1, · · · , k′: (a) ri = succ(ri−1); (b) I(x, rk) = I(x, ri), O(x, rk) = O(x, ri); (c) Reset(δ) ̸= id

for all δ ∈ I(x, ri) ∪ O(x, ri). For a region r ∈ R(x) and a transition δ ∈ I(x, r) ∪ O(x, r)

such that Reset(δ) = id, the region r is included in Z(x) and no merge is done with other
regions. Note that the partition of zones according to Algorithm 1 is not optimal, while one
can find a more compact partition by further merging the zones associated with δ, where
Reset(δ) = id. In the worst case, the maximum number of zones at x equals the number of
regions at x, namely 2(Mx −mx) + 2.

Algorithm 1: Computation of the set of zones Z(x)

Input: A TFA G = (X,E,∆,Γ, Reset,X0), a discrete state x ∈ X
Output: The set of zones Z(x)

1 Initialization: let m = mx, M = Mx, r = [m,m], z = r, Z(x) = ∅
2 while r ̸= [M,M ] do
3 let r′ = succ(r)
4 if [O(x, r) = O(x, r′)]∧ [I(x, r) = I(x, r′)]∧ [(∀δ ∈ O(x, r′)∪ I(x, r′))Reset(δ) ̸= id]

then
5 let z = z ∪ r′

6 else
7 let Z(x) = Z(x) ∪ {z} and z = r′

8 let r = r′

9 let Z(x) = Z(x) ∪ {z} ∪ {(M,+∞)}

Example 2: Consider the TFA G in Fig. 1. Algorithm 1 provides the set of zones Z(x0) =

{[0, 0], (0, 1), [1, 1], (1, 3], (3,+∞)}. In detail, the regions [0, 0], (0, 1), [1, 1] remain in Z(x0)

and do not merge with other regions due to Reset((x0, b, x2)) = id. The zone (1, 3] is obtained
by merging the regions (1, 2), [2, 2], (2, 3) and [3, 3], which satisfy the if condition in line 4
of Algorithm 1. □

Definition 7 ( [6]): Consider a TFA G = (X , E, ∆, Γ, X0)
2 with a single clock that is reset

at each event occurrence. The zone automaton of G is an NFA ZA(G) = (V,Eτ ,∆z, V0),
where

• V ⊆ X ×
⋃

x∈X
Z(x) is the finite set of extended states,

2The work [6] assumes that timed automata are associated with a clock that is reset at each event occurrence;
consequently, there is no clock resetting function to be considered.
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• Eτ ⊆ E ∪ {τ} is the alphabet, where the event τ implies time elapsing from any clock
value θ ∈ z to any θ′ ∈ succ(z) when G stays at x ∈ X;

• ∆z ⊆ V × Eτ × V is the transition relation,
• V0 = {(x, [0, 0]) | x ∈ X0} ⊆ V is the set of initial extended states. □

The work in [6] corresponds to the particular case with Reset(δ) = [0, 0] for each transition
δ ∈ ∆ and a maximal dwell time for each discrete state. The zone automaton is a finite state
automaton that provides a purely discrete event description of the behaviour of a given timed
automaton. Each state of a zone automaton is called an extended state, which is a pair (x, z)
whose first element is a discrete state x ∈ X and whose second element is a zone z ∈ Z(x)

specifying the range of the clock values. The extended state evolves either because of the
elapsed time τ or because of the occurrence of a discrete event. In the former, a transition
((x, z), τ, (x, succ(z))) ∈ ∆z corresponds to a time-driven evolution of G from a clock value
in z to another clock value in succ(z) ∈ Z(x). In the latter, an event-driven evolution caused
by an event e ∈ E from (x, z) leads to (x′, z′) indicating that the occurrence of event e yields
x′ with a clock value in z′.

In this paper, the zone automaton associated with a TFA can be constructed by implementing
the event-driven evolution according to both the timing function and the clock resetting
function. In detail, for each transition (x, e, x′) ∈ ∆, we first determine whether z ⊆
Γ((x, e, x′)); if so, for each zone z′ ∈ Z(x′), a transition ((x, z), e, (x′, z′)) is defined if
(a) Reset((x, e, x′)) ̸= id and z′ ⊆ Reset((x, e, x′)) (the clock is reset after (x, e, x′) occurs),
or if (b) Reset((x, e, x′)) = id and z = z′ (the clock is not reset after (x, e, x′) occurs). We
further define the function fx : V → X (resp., fz : V →

⋃
x∈X

Z(x)) mapping an extended

state in V to a discrete state in X (resp., a zone of the associated discrete state).

Example 3: Consider the TFA G = (X , E, ∆, Γ, Reset, X0) in Fig. 1. The zone automaton
Gz = (V,Eτ ,∆z, V0) is shown in Fig. 2. For instance, transition ((x0, [0, 0]), τ, (x0, (0, 1)))

implies that the clock may evolve from 0 to any value in (0, 1) if G is at x0. Three transitions
labeled with b go from (x0, [0, 0]) to (x2, [0, 0]), from (x0, (0, 1)) to (x2, (0, 1)), and from
(x0, [1, 1]) to (x2, [1, 1]), respectively. Each transition implies an event-driven evolution from
x0 to x2 under the occurrence of a transition (x0, b, x2). □

V. DYNAMICS OF A ZONE AUTOMATON

In this section, we explore the dynamics of a zone automaton Gz = (V,Eτ ,∆z, V0) associated
with a TFA G = (X,E,∆,Γ, Reset,X0) and discuss how the timed evolutions of G are
related to the evolutions of zone automaton Gz.

Definition 8: Given a zone automaton Gz = (V , Eτ , ∆z, V0) and a discrete state x of a TFA
G, a τ -run at x of length k (1 ≤ k ≤ n) is defined as a sequence of k extended states (x, z(i)) ∈
V (i = 1, · · · , k), and event τ ∈ Eτ , represented as ρτ (x) : (x, z(1))

τ−→ · · · τ−→ (x, z(k))

such that ((x, z(i)), τ, (x, z(i+1))) ∈ ∆z holds for i = 1, · · · , k − 1. The starting and ending
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Fig. 2: Zone automaton Gz of the TFA G in Fig. 1.

extended states of ρτ (x) are denoted as vst(ρτ (x)) = (x, z(1)) and ven(ρτ (x)) = (x, z(k)),
respectively. The duration range of ρτ (x) is the time distance of z(1) and z(k), denoted as
d(ρτ (x)) = D(z(1), z(k)). □

Definition 9: Given a zone automaton Gz = (V , Eτ , ∆z, V0) of a TFA G, a run of length
k ≥ 0 is a sequence of k + 1 τ -runs ρτ (x(i)) (i = 0, · · · , k) at x(i) ∈ X , and k events
ei ∈ E (i = 1, · · · , k), denoted ρ̄ : ρτ (x(0))

e1−→ ρτ (x(1)) · · ·
ek−→ ρτ (x(k)) (k ≥ 0), such

that (ven(ρτ (x(i−1))), ei, vst(ρτ (x(i)))) ∈ ∆z holds for i = 1, · · · , k. Consider ρ ∈ R(G)

starting from t0 and a time instant t ≥ t0, where ρ : (x(0), θ(0))
(e1,t1)−−−→· · · (ek,tk)−−−→(x(k), θ(k))

(k ≥ 0), and t− tk denotes the time that G stays at x(k). The run ρ̄ is consistent with ρ and
t, denoted ρ̄ ∼ (ρ, t), if θ(i) ∈ fz(vst(ρτ (x(i)))) for i = 0, · · · , k, ti − ti−1 ∈ d(ρτ (x(i−1)))

for i = 1, · · · , k, and t− tk ∈ d(ρτ (x(k))). The starting and ending extended states of ρ̄ are
vst(ρ̄) = vst(ρτ (x(0))) and ven(ρ̄) = ven(ρτ (x(k))), respectively. The duration range of ρ̄ is

d(ρ̄) =
k⊕

i=1

d(ρτ (xi)). The logical word generated by ρ̄ is s(ρ̄) = e1 · · · ek with s : E∗
τ → E∗.

The set of runs generated by Gz is Rz(Gz). □

The dynamics of a zone automaton Gz can be represented by its runs, each of which is a
sequence of τ -runs, which implies the time elapses discretely at discrete states, connected by
an evolution caused by an event ei ∈ E. We now provide a sufficient and necessary condition
for the reachability of a discrete state in a TFA and explain the correlation of the dynamics
of a TFA and that of zone automaton.

Theorem 1: Given a TFA G = (X,E,∆,Γ, Reset,X0), zone automaton Gz = (V,Eτ ,∆z, V0)

and a time instant t ∈ R≥0, x′ ∈ X is (t − t0)-reachable from x ∈ X by (σ(ρ), t) from
t0 ∈ R≥0if and only if there exists a run ρ̄ in Gz such that ρ̄ ∼ (ρ, t),vst(ρ̄) = (x, z), and
ven(ρ̄) = (x′, z′), where z ∈ Z(x) and z′ ∈ Z(x′).

Proof: (if) Let x = x(0), x′ = x(k), t0, t1, · · · , tk ∈ R≥0 and ρ̄ : ρτ (x(0))
e1−→· · · ek−→ρτ (x(k))

be a run such that ei ∈ E, ti − ti−1 ∈ d(ρτ (x(i−1))) for i = 1, · · · , k, t − tk ∈ d(ρτ (x(k))),
and t − t0 ∈ d(ρ̄). It can be inferred that (ven(ρτ (x(i−1))), ei, vst(ρτ (x(i)))) ∈ ∆z holds for
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i = 1, · · · , k. Accordingly, for i = 1, · · · , k, there exist θ(i−1)+ ti− ti−1 ∈ fz(ven(ρτ (x(i−1))))

and θ(i) ∈ fz(vst(ρτ (x(i)))) such that (x(i−1), ei, x(i)) ∈ O(x(i−1), fz(vst(ρτ (x(i−1))))) and
(x(i−1), ei, x(i)) ∈ I(x(i), fz(vst(ρτ (x(i))))). It is obvious that there exists a timed evolution

(σ(ρ), t), where the timed run ρ: (x(0), θ(0))
(e1,t1)−−−→· · · (ek,tk)−−−→(x(k), θ(k)) satisfies the condition

ρ̄ ∼ (ρ, t). If no event in E occurs in ρ̄ : ρτ (x) with t − t0 ∈ d(ρ̄), then ρ̄ ∼ (ρ, t), where
σ(ρ) = λ. Thus, x′ is T -reachable from x.

(only if) Let (σ(ρ), t) ∈ (E×R≥0)
∗×R≥0 be a timed evolution from t0 such that xst(ρ) = x

and xen(ρ) = x′. The proof is made by induction on the length k of the timed run ρ. The
base case is for ρ of length 0 that involves only the discrete state x and no transition in G.
It is σ(ρ) = λ and xst(ρ) = xen(ρ) = x = x′. There exists a run ρ̄ : (x, z̄)

τ−→ · · · τ−→
(x, z) in Gz, where ρ̄ ∼ (ρ, t). Thus the base case holds. By denoting x = x(0) and x′ =

x(k), the induction hypothesis is that the existence of a timed evolution (σ(ρ), t) generating

from t0, where ρ : (x(0), θ(0))
(e1,t1)−−−→· · · (ek,tk)−−−→(x(k), θ(k)) of length k ≥ 1 with x(i) ∈ X and

ei ∈ E for all i = 1, · · · , k, implies the existence of a run ρ̄ : ρτ (x(0))
e1−→· · · ek−→ρτ (x(k))

in Gz such that t − t0 ∈ d(ρ̄), t − tk ∈ d(ρτ (x(k))), ti − ti−1 ∈ d(ρτ (x(i−1))) for i =

1, · · · , k, vst(ρ̄) = (x(0), z) and ven(ρ̄) = (x(k), z̄), where z ∈ Z(x(0)), and z̄ ∈ Z(x(k)). We

now prove that the same implication holds for (σ(ρ′), t′), where ρ′: ρ
(ek+1,t)−−−−→(x(k+1), θ(k+1)).

According to ρ′, it is θ(k+1) ∈ Reset((x(k), ek+1, x(k+1))) if Reset((x(k), ek+1, x(k+1))) ̸= id, or
θ(k+1) ∈ Γ((x(k), ek+1, x(k+1))) if Reset((x(k), ek+1, x(k+1))) = id. In addition, θ(k) + t− tk ∈
Γ((x(k), ek+1, x(k+1))). It implies that there exists a run ρ̄′ : ρ̄

ek+1−−→ρτ (x(k+1)) in Gz such
that θ(k+1) ∈ fz(vst(ρτ (x(k+1)))) and θ(k+1) + t′ − t ∈ fz(ven(ρτ (x(k+1)))). Therefore, it is
ρ̄′ ∼ (ρ′, t′) according to t′ − t ∈ d(ρτ (x(k+1)))) and t− t0 ∈ d(ρ̄).

By Theorem 1, if x′ is (t − t0)-reachable from x via (σ(ρ), t) starting at t0, then in Gz

there exists a run ρ̄ ∼ (ρ, t) that originates from (x, z) and reaches (x′, z′), where z ∈ Z(x)

and z′ ∈ Z(x′). In turn, given a run ρ̄ ∼ (ρ, t) in Gz, where (σ(ρ), t) starting from t0, it
can be concluded that fx(ven(ρ̄)) is (t− t0)-reachable from fx(vst(ρ̄)). In simple words, the
reachability of x′ from x within time t− t0 can be analyzed by exploring an appropriate run
in the zone automaton.

Example 4: Consider the TFA G in Fig. 1 and zone automaton Gz in Fig. 2. A timed
evolution ((c, 1.5)(a, 3), 4) of G from 0 to 4 implies that x4 is 4-reachable from x0,
which can be concluded from a run in Gz as ρ̄ : ρτ (x0)

c−→ ρτ (x1)
a−→ ρτ (x4), where

ρτ (x0) : (x0, [0, 0]))
τ−→ (x0, (0, 1))

τ−→ (x0, [1, 1])
τ−→ (x0, (1, 3]), ρτ (x1) : (x1, [1, 1])

τ−→
(x1, (1, 3]) and ρτ (x4) : (x4, [0, 1]). □

VI. STATE ESTIMATION OF TFA

Given a partially observed TFA G = (X , E, ∆, Γ, Reset, X0) with E = Eo∪̇Euo, in
this section we develop an approach for state estimation based on the zone automaton Gz,
given a timed observation (σo, t) ∈ (Eo × R≥0)

∗ × R≥0. We partition this section into two
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subsections. In the first subsection, we consider the case where G produces no observation,
which is an intermediate step towards the solution of the state estimation problem under partial
observation. In the second subsection, we take into account the information coming from the
observation of new events at certain time instants, and prove that the discrete states consistent
with a timed observation (σo, t) and the range of clock value associated with each estimated
discrete state can be inferred following a finite number of runs in the zone automaton Gz.
We make the following assumption.

Assumption 1 (RO: Reinitialized observations): The clock is reset upon the occurrence of any
observable event, i.e.,

(x, e, x′) ∈ ∆, e ∈ Eo =⇒ Reset(x, e, x′) ̸= id.

This assumption is necessary to ensure that the defined zone automaton contains all relevant
information to estimate the discrete state. Consider a scenario where an observable event
occurs without resetting the clock. In such a case, for future estimations one may need to
keep track of this exact value adding new extended states to the zone automaton: thus, the state
space of the zone automaton could grow indefinitely as new events are observed. However,
it is reasonable to propose the RO assumption considering typical scenarios where a timer is
used to record the start and completion of an operation indicated by observable events; the
timer is reset whenever such an operation starts or completes.

A. State estimation under no observation

Definition 10: Given a TFA G = (X , E, ∆, Γ, Reset, X0) with set of unobservable events Euo

and zone automaton Gz = (V,Eτ ,∆z, V0), the following set of extended states Vλ(x, z, t) =

{ven(ρ̄) ∈ V | (∃ρ̄ ∈ Rz(Gz))t ∈ d(ρ̄), vst(ρ̄) = (x, z), s(ρ̄) ∈ E∗
uo} is said to be λ-estimation

from (x, z) ∈ V within t ∈ R≥0. □

Given a zone automaton, the λ-estimation from (x, z) ∈ V within t ∈ R≥0 is the set of
extended states of Gz that can be reached following a run of duration t, originating at (x, z) and
producing no observation. If (x′, z′) ∈ Vλ(x, z, t), it basically reveals that x′ is unobservably
T -reachable from x with a clock value θ ∈ z according to Theorem 1. In addition, the
zone z′ associated with x′ specifies the range of the value of the clock. The λ-estimation
from (x, z) within t can be obtained by enumerating the runs starting from (x, z) with a
duration associated with t. By denoting the maximum number of zones for x ∈ X as Qx, the
complexity for computing the λ-estimation is O(q3|X|) with q = max

x∈X
|Qx|.

Proposition 1: Given a TFA with a set of discrete states X , the set of unobservable events
Euo, and zone automaton Gz = (V,Eτ ,∆z, V0), x′ ∈ X is unobservably T -reachable from
x ∈ X , where T ∈ R≥0, if and only if there exist z ∈ Z(x) and z′ ∈ Z(x′) such that
(x′, z′) ∈ Vλ(x, z, T ).

Proof: (if) Suppose that there exist z ∈ Z(x) and z′ ∈ Z(x′) such that (x′, z′) ∈
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TABLE I: State estimation of the TFA G in Fig. 1 under no observation for t ∈ [0, 2].

k Time interval Ik λ-estimation Vλ(x0, [0, 0], t), where t ∈ Ik X (λ, t), t ∈ Ik
0 [0,0] {(x0, [0, 0]), (x2, [0, 0])} {x0, x2}
1 (0,1) {(x0, (0, 1)), (x2, (0, 1))} {x0, x2}
2 [1,1] {(x0, [1, 1]), (x1, [1, 1]), (x2, [1, 1]), (x3, [1, 1])} {x0, x1, x2, x3}
3 (1,2) {(x0, (1, 3]), (x1, [1, 1]), (x1, (1, 3]), (x2, (1, 2)), (x3, (1, 2))} {x0, x1, x2, x3}
4 [2,2] {(x0, (1, 3]), (x1, [1, 1]), (x1, (1, 3]), (x2, [2, 2]), (x3, [2, 2])} {x0, x1, x2, x3}

Vλ(x, z, T ). There exists a run ρ̄ in Gz such that vst(ρ̄) = (x, z), ven(ρ̄) = (x′, z′), and
ρ̄ ∼ (ρ, t), where (σ(ρ), t) begins at t0 = t − T and S(σ(ρ)) ∈ E∗

uo. By Theorem 1, x′ is
unobservably T -reachable from x.

(only if) Let x′ be unobservably T -reachable from x. Then, there exists a timed evolution
(σ(ρ), t) from t0 such that xst(ρ) = x, xen(ρ) = x′. Accordingly, there exists a run ρ̄ ∼ (ρ, t)

in Gz such that vst(ρ̄) = (x, z), ven(ρ̄) = (x′, z′), s(ρ̄) ∈ E∗
uo, and T = t− t0 ∈ d(ρ̄), where

z ∈ Z(x) and z′ ∈ Z(x′). Thus, (x′, z′) ∈ Vλ(x, z, T ).

Proposition 1 implies that the λ-estimation Vλ(x, z, t) provides the set of extended states of
Gz that are consistent with no observation at time t starting from x with a clock in z.

Remark 1: According to Proposition 1, Vλ(x, z, t) ⊆ 2V , i.e., it is a subset of the states of
the zone automaton, and thus it can only take a finite number of values. In addition, the RO
assumption implies that, each time a new observation occurs, the set of consistent states is a
subset of the extended states of the zone automaton. Therefore, the set of all possible state
estimations is finite.

Example 5: Consider the TFA G in Fig. 1, where Eo = {a}, Euo = {b, c}, and zone
automaton Gz in Fig. 2. Given the following runs in Gz of duration 1 starting from (x0, [0, 0])

and involving no observable events: (1) ρ̄1 : ρτ (x0); (2) ρ̄2 : ρτ (x0)
c−→ ρτ (x1); (3) ρ̄3 :

ρτ (x0)
b−→ ρτ (x2); and (4) ρ̄4 : ρτ (x0)

b−→ ρτ (x2)
c−→ ρτ (x3), where ρτ (x0) : (x0, [0, 0])

τ−→
(x0, (0, 1))

τ−→ (x0, [1, 1]), ρτ (x1) : (x1, [1, 1]), ρτ (x2) : (x2, [1, 1]), and ρτ (x3) : (x3, [1, 1]),
it can be inferred that Vλ(x0, [0, 0], 1) = {(x0, [1, 1]), (x1, [1, 1]), (x2, [1, 1]), (x3, [1, 1])}. Table
I summarizes the λ-estimation and the set of discrete states consistent with (λ, t), where t

belongs to a region of [0, 2]. □

B. State estimation under partial observation

In this subsection we focus on the most general state estimation problem when a timed
observation is received as a pair of a non-empty timed word and a time instant. We first
propose a general result that characterizes the set of discrete states of a TFA consistent with
a given timed observation, by means of the extended states reachable in zone automaton.

Theorem 2: Consider a TFA G = (X , E, ∆, Γ, Reset, X0) with set of observable events
Eo. Given a timed observation (σo, t) ∈ (Eo × R≥0)

∗ × R≥0, it is x ∈ X (σo, t) if and
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only if there exists a run ρ̄ ∼ (ρ, t) in Gz such that fx(vst(ρ̄)) ∈ X0, fx(ven(ρ̄)) = x, and
(σ(ρ), t) ∈ S(σo, t).

Proof: (if) In the case that no observation is contained in σo, let ρ̄ be a run in Gz,
where t ∈ d(ρ̄), fx(vst(ρ̄)) ∈ X0, fx(ven(ρ̄)) = x, and s(ρ̄) ∈ E∗

uo. In this case there
exists (σ(ρ), t) such that ρ̄ ∼ (ρ, t) and x ∈ X (λ, t). In the case that there exist one or
more event measurements, let us suppose that x(0) ∈ X0, x(k) = x, and a run in Gz as
ρ̄ : ρτ (x(0))

e1−→· · · ek−→ρτ (x(k)) such that Pl(s(ρ̄)) = S(σo), ti+1 − ti ∈ d(ρτ (x(i))) with 0 <

ti < t, x(i) ∈ X and ei ∈ E for i = 0, · · · , k, denoting t = tk. It can be inferred that
there exists a timed evolution (σ(ρ), t) such that ρ̄ ∼ (ρ, t) and x(k) is t-reachable from

x(0), where the timed run ρ : (x(0), θ(0))
(e1,t1)−−−→· · · (ek,tk)−−−→(x(k), θ(k)) satisfies for i = 1, · · · , k

that t − tk ∈ d(ρτ (x(k))), ti − ti−1 ∈ d(ρτ (x(i−1))), θ(i−1) + ti − ti−1 ∈ Γ((x(i−1), ei, x(i))) ,
θ(i) ∈ Reset((x(i−1), ei, x(i))) if Reset((x(i−1), ei, x(i))) ̸= id, and θ(i) ∈ Γ((x(i−1), ei, x(i))) if
Reset((x(i−1), ei, x(i))) = id. According to (σ(ρ), t) ∈ S(σo, t), x ∈ X (σo, t) holds.

(only if) In the case that σo = λ, x ∈ X (λ, t) holds. There exists a run ρ̄ ∼ (ρ, t) in Gz such
that x is unobservably t-reachable from x0 ∈ X0 via (σ(ρ), t), where P (σ(ρ)) = λ. Conse-
quently, fx(ven(ρ̄)) = x and (σ(ρ), t) ∈ S(λ, t) hold. In the case that σo = (eo1, t1) · · · (eok, tk),
where k ≥ 1, 0 ≤ t1 ≤ · · · ≤ tk ≤ t and eoi ∈ Eo (i = 1, · · · , k), it is x ∈ X (σo, t),
implying that x is t-reachable from x0 ∈ X0 at time 0 via (σ(ρ), t) such that P (σ(ρ)) = σo.
Consequently, there exists a run ρ̄ ∼ (ρ, t) in Gz such that fx(vst(ρ̄)) = x0 and fx(ven(ρ̄)) = x.
Let ρ̄ be a sequence of k runs ρ̄i and k observable events eoi, where i = 1, · · · , k, as
ρ̄ : ρ̄0

eo1−→· · · eok−−→ρ̄k with s(ρ̄i) = ε. Obviously, t − tk ∈ d(ρ̄k), ti − ti−1 ∈ d(ρ̄i−1) hold for
each i = 1, · · · , k.

Theorem 2 establishes that checking whether x ∈ X (σo, t) can be done by searching for runs
in Gz.

Proposition 2: Consider a TFA G with set of observable events Eo that produces two timed
observations (σo, ti), (σo, t) ∈ (Eo × R≥0)

∗ × R≥0, where σo = (eo1, t1) · · · (eoi, ti) and t1 ≤
· · · ≤ ti ≤ t for i ≥ 1. For each timed state (x, θ) reached by a timed evolution in S(σo, ti),
and for each v ∈ Vλ(x, z, t − ti), where z ∈ Z(x) and θ ∈ z, it holds fx(v) ∈ X (σo, t) if
Assumption RO holds.

Proof: Let a timed run ρ : (x0, 0)
(e1,t1)−−−→ (x(1), θ(1)) · · ·

(ek,tk)−−−→ (x(k), θ(k))
(eoi,ti)−−−−→ (x, θ),

where x(1), · · · , x(k) ∈ X , e1, · · · , ek ∈ E, and P (σ(ρ)) = σo, the timed state (x, θ) is reached
by the timed evolution (σ(ρ), ti) ∈ S(σo, ti). According to Theorem 1, it can be inferred that
there exists a run in Gz as ρ̄ : (x0, [0, 0]) → · · · → (x, z), where θ ∈ z. If Assumption RO
holds, it implies that there exists z ∈ Z(x) such that θ ∈ z and z ⊆ Reset((x(k), eoi, x)).
Given v ∈ Vλ(x, z, t − ti), there exists a run ρ̄′ : (x, z) → · · · → v such that t − ti ∈ d(ρ̄′)

and Pl(s(ρ̄
′)) = ε. Given ρ̄ and ρ̄′, it can be inferred that fx(v) ∈ X (σo, t) according to

Theorem 2.

This proposition shows that the state estimation with no observation can be updated by
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Algorithm 2: State estimation of a TFA
Input: A TFA G with a set of initial discrete states X0, a set of observable events

Eo ⊆ E, a zone automaton Gz = (V,Eτ ,∆z, V0), and a timed observation (σo, t)
from 0 to t ∈ R≥0, where σo = (eo1, t1) · · · (eon, tn) (n ≥ 1) and t1, · · · , tn ∈ R≥0

Output: A set of discrete states X (σo, t)
1 let V̄0 = V0, t0 = 0 and Xλ = ∅
2 for each i ∈ {1, · · · , n} do
3 let e = eoi, V̄i = ∅ and Vλ = ∅
4 for each (x̄, z̄) ∈ V̄i−1 do
5 compute Vλ(x̄, z̄, ti − ti−1)
6 let Vλ = Vλ ∪ Vλ(x̄, z̄, ti − ti−1)

7 for each v ∈ Vλ do
8 let x = fx(v) and z = fz(v)
9 if ∃x′ ∈ X s.t. z ⊆ Γ((x, e, x′)) then

10 for each z′ ∈ Z(x′) s.t. z′ ⊆ Reset((x, e, x′)) do
11 let V̄i = V̄i ∪ {(x′, z′)}

12 let Vλ = ∅
13 for each (x̄, z̄) ∈ V̄n do
14 compute Vλ(x̄, z̄, t− tn)
15 let Vλ = Vλ ∪ Vλ(x̄, z̄, t− tn)

16 return X (σo, t) = {x ∈ X | (∃z ∈ Z(x))(x, z) ∈ Vλ}

computing associated λ-estimations under RO assumption. Based on the previous results,
Algorithm 2 summarizes the proposed approach to compute X (σo, t). Consider a timed
observation (σo, t) with σo = (eo1, t1) · · · (eon, tn) (n ≥ 1), where eo1, · · · , eon ∈ Eo. The
timed observation (σo, t) is updated whenever an observable event eoi occurs at a time instant
ti, where i = 1, · · · , n. The algorithm provides the estimated states via a set of extended
states Vλ ⊆ V while time elapses in [ti−1, ti] with no event being observed, in addition to
a set of extended states V̄i ⊆ V of Gz consistent with each new observation (eoi, ti), where
i = 1, · · · , n and t0 = 0. Initially, it is imposed V̄0 = V0 and V̄i = ∅ for all i = 1, · · · , n.
Then, for any i = 1, · · · , n, the algorithm computes the λ-estimation from an extended state
(x̄, z̄) ∈ V̄i−1 within ti − ti−1 implying the discrete states unobservably (ti − ti−1)-reachable
from x̄ with a clock value in z̄, and the set V̄i is updated with the extended states reached by
transitions labeled with eoi from the extended states in Vλ. After the set V̄n is determined, we
initialize Vλ to be empty and update Vλ by including the λ-estimation for each (x̄, z̄) ∈ V̄n

within t− tn. Finally, we return the set of discrete states of G associated with Vλ as the set
of discrete states consistent with (σo, t).

The complexity of Algorithm 2 depends on the size n of the timed observation. For each pair
(eoi, ti), two for loops are executed: (1) the first for loop at Step 4 is executed at most |V |
times, computing λ-estimation whose complexity is O(q3|X|), where q = max

x∈X
|Qx| denotes
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the maximum number of zones for all discrete states, the complexity of this loop is O(q4|X|2);
(2) the second for loop at Step 7 is executed at most |V | times, and the for loop at Step 10 is
executed at most 2q+1 times; hence its complexity is O(q2|X|). Finally, the for loop at Step
13, analogously to the for loop at Step 4, has complexity O(q4|X|2). Overall, the complexity
of Algorithm 2 is O(n(q4|X|2 + q2|X|) + q4|X|2) = O(nq4|X|2).

TABLE II: State estimation of the TFA G in Fig. 1 with X̄0 = X0, t0 = 0 and (σo, t), t ∈ [0, 4].

k σo
Time interval I

(t ∈ I)
Vλ =

⋃
v∈V̄k−1

Vλ(fx(v), fz(v), t− tk−1), t ∈ I X (σo, t) V̄k

1 λ

[0,0] {(x0, [0, 0]), (x2, [0, 0])} {x0, x2} {(x2, [0, 0]),

(x4, [0, 1])}
(0,1) {(x0, (0, 1)), (x2, (0, 1))} {x0, x2}

[1,1]
{(x0, [1, 1]), (x1, [1, 1]),

(x2, [1, 1]), (x3, [1, 1])}
{x0, x1, x2, x3}

2 (a, 1)

[1,1] {(x2, [0, 0]), (x3, [0, 0]), (x4, [0, 1])} {x2, x3, x4}

{(x2, [0, 0])}
(1,2)

{(x2, (0, 1)), (x3, [0, 0]),

(x3, (0, 1)), (x4, [0, 1])}
{x2, x3, x4}

[2,2]
{(x2, [1, 1]), (x3, [0, 0]), (x3, (0, 1)),

(x3, [1, 1]), (x4, [0, 1])}
{x2, x3, x4}

(2,3)
{(x2, (1, 2)), (x3, (0, 1)), (x3, [1, 1]),

(x3, (1, 2)), (x4, (1,+∞))} {x2, x3, x4}

[3,3]
{(x2, [2, 2]), (x3, [1, 1]), (x3, (1, 2)),

(x3, [2, 2]), (x4, (1,+∞))} {x2, x3, x4}

3 (a, 1)(a, 3)
[3,3] {(x2, [0, 0])} {x2} -
(3,4) {(x2, (0, 1))} {x2}
[4,4] {(x2, [1, 1]), (x3, [1, 1])} {x2, x3}

Example 6: Consider a timed observation (σo, 4), where σo = (a, 1)(a, 3), produced by G

in Fig. 1 with Eo = {a} and Euo = {b, c}. It implies that the observable event a has been
measured twice at t1 = 1 and t2 = 3, respectively, while the current time instant is t = 4.
Table II shows how the state estimation is updated while time elapses in the time interval
[0, 4] taking into account the two observations of event a. □

VII. CONCLUSIONS AND FUTURE WORK

In this paper, we consider timed automata with a single clock. Assuming that certain events are
unobservable, we deal with the problem of estimating the current discrete state of the system
as a function of the measured timed observations. By constructing a zone automaton that
provides a purely discrete description of the considered TFA, the problem of investigating the
reachability of a discrete state in the TFA is reduced to the reachability analysis of an extended
state in the associated zone automaton. Assuming that the clock is reset upon each occurrence
of observable transitions, we present a formal approach that can provide the set of discrete
states consistent with a given timed observation and a range of the possible clock values. The
proposed approach paves the way for the development of an offline observer, reserved for
future work. Additionally, the example provided in this paper is intentionally simplified to
illustrate the approach, with real case studies to be explored in the future. Finally, it is worth
exploring the extension of the presented approach to timed automata with multiple clocks.
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