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Abstract

In this article, we deal with the active diagnosis problem in labeled Petri nets by developing a supervisor

for a plant such that the closed-loop system is diagnosable. Since control actions may introduce deadlocks

even if an original plant is deadlock-free, we first generalize the classical notion of diagnosability in labeled

Petri nets to the nets that may contain potential deadlocks. To avoid enumerating all reachable markings of a

plant, we develop a structure called quiescent basis reachability graph, and accordingly propose a structure

named Q-diagnoser to verify the diagnosability of a net. We prove that a plant is diagnosable if and only

if there does not exist any indeterminate cycle in its Q-diagnoser. Finally, for an undiagnosable plant, we

introduce a diagnosability enforcing supervisor to enforce the diagnosability by trimming a Q-diagnoser.

Moreover, our approach guarantees that the closed-loop system cannot reach a dead marking unless a fault

transition has fired.
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1 Introduction

Fault diagnosis for discrete event systems (DESs) [11] has been extensively studied in recent years. The aim

of diagnosis [8, 14, 25, 39, 44] is to infer if some faults have occurred in a plant by observing the events it

generates. A plant is said to be diagnosable [41] if the occurrence of faults in it can be detected within a finite

number of steps. For the sake of safety and reliability, a plant should necessarily be diagnosable to ensure that

any fault can be detected and repaired in time. For a diagnosable plant, a diagnostic agent can be designed to

perform online diagnosis. On the other hand, when a plant is not diagnosable, some corrective action should

be taken: this is usually called diagnosability enforcement.

In the literature, there are many results on the verification of diagnosability in the framework of automata.

Sampath et al. [41] verify diagnosability using a structure called diagnoser, and show that a plant is diagnosable

if and only if there does not exist any indeterminate cycle in its diagnoser. Since the complexity of a diagnoser

is exponential with respect to the number of states in the corresponding plant, some researchers develop a

new structure called verifier [23, 31, 45, 48] to test diagnosability in polynomial time. On the other hand,

Petri nets are a mathematical tool in which structural analysis and abstraction techniques can be used to

reduce the computation complexity of analysis and control [8, 37, 38]. As a result, many researchers focus

on the diagnosability verification by using Petri nets [1, 6, 9, 24, 34, 33, 47]. Basile et al. [1] present

a necessary and sufficient condition for diagnosability by solving an integer linear programming problem

(ILPP). In [9], Cabasino et al. introduce modified basis reachability graph and basis reachability diagnoser

to verify diagnosability of a net without enumerating all reachable markings. Similarly, Jiroveanu et al. [24]

propose an automaton called ROF-automaton, which provides a compact representation of the state space.

Cabasino et al. [6] show that the diagnosability of an unbounded Petri net can be determined by analyzing

the coverability graph of the so-called verifier net. Recently, Ran et al. [36] also explore diagnosability

verification in decentralized Petri net models. A different model is considered by Ramı́rez-Treviño et al. in

[34, 33], where the diagnosability problem in interpreted Petri nets (IPNs) is studied. In their framework,

the considered plant net has an output function that associates an output vector to each marking. In [34], the

authors introduce a notion called input-output diagnosability and provide sufficient structural conditions to

verify it on the premise that any T-semiflow must contain all risky transitions. This work is further extended

in [33] where a concept called relative distance is used to present a new characterization providing sufficient

conditions for diagnosability, and polynomial algorithms are proposed to determine the diagnosability.

For a plant that is not diagnosable, there are mainly two types of approaches in the literature to enforce

diagnosability. The first type of approaches assumes that it may be possible to change the observation

structure of a plant. In the framework of automata, Cassez et al. [12] present a dynamic strategy for

sensor activation to guarantee diagnosability. Moreover, Wang et al. [43] propose a sensor activation

policy to enforce diagnosability with a minimal cost. For Petri nets, Basile et al. [2] develop an integer

linear programming to find a minimal set of sensors that makes a net system k-diagnosable. Cabasino et al.

[10] introduce a new labeling function making a system diagnosable using verifier net. To circumvent the

state explosion problem that the method in [10] may potentially encounter, Ran et al. [35] develop a new

structure called the unfolded verifier, and determine a new labeling function to enforce the diagnosability

with a minimal cost.

Nevertheless, enforcing diagnosability by modifying the observation structure usually requires to implement

additional sensors into a plant. This may not always be possible, since the new sensors may be too expensive
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or technically unfeasible. Therefore, in such a case the second type of approaches, called active diagnosis,

is preferable [5, 13, 15, 20, 22, 40, 46]. In an active diagnosis scheme, a supervisor is designed to forbid

all undiagnosable evolutions of a plant, thus ensuring that the closed-loop system remains diagnosable.

In the literature, active diagnosis has been widely studied in automata where faults are defined on events

[5, 13, 22, 40, 42, 46] and states [15]. However, there are few works that deal with active diagnosis in Petri

nets as far as we know. Based on a notion called a regulation circuit controller, an approach is presented in

[19] to enforce diagnosability in interpreted Petri nets. Moreover, the nets considered in [19] are live, binary

and event-detectable. Differently from the framework in [19], this paper studies the active diagnosis problem

in labeled Petri nets (LPNs).

The active diagnosis problem in LPNs can be solved by computing the reachability graph of a plant and

using the graph to design a supervisor by means of the automaton-based algorithms, e.g., [40]. However,

such a method is rather inefficient since it requires a full enumeration of the reachability space of a net.

An alternative approach consists in adopting state abstraction techniques such as the basis reachability

graph (BRG) that has been successfully applied to fault diagnosis [8, 29, 36], prognosis [28], and marking

estimation [30]. Since the supervisor designed for active diagnosis may induce deadlocks in a plant and the

corresponding BRG does not explicitly characterize this phenomenon, the active diagnosis problem in LPNs

cannot be solved by simply applying the automaton-based method in [40] to the BRG of a plant net.

In this paper, we propose a new BRG-based structure that contains the information required to analyze the

presence of deadlocks in a plant. Differently from the method in [40] where all dead states are enumerated,

we do not explicitly enumerate all dead markings of the plant. Instead, for each basis marking, at most one

virtual basis marking is introduced to represent all dead markings. Moreover, the supervisor designed in

this work guarantees that the closed-loop system is deadlock-free when no fault occurs, while the supervisor

designed in [40] is not. The main contributions of this paper are summarized as follows.

• First, we generalize the notion of diagnosability to LPNs that are not necessarily deadlock-free. This is

necessary because control actions enforcing active diagnosis may induce deadlocks even if an original

net is deadlock-free. Moreover, we assume that a deadlock occurring in a plant can be indirectly

“observed” by a modeling primitive called quiescence in [40] (and time-out in [18]). In plain words, if

no firing of transitions is observed for a sufficient long time, then one can infer that a plant is blocked

(due to either a deadlock or a control-induced deadlock). This inference can be modeled by a particular

quiescent event in a logical framework.

• The conventional BRG developed in [8] does not contain sufficient information to characterize deadlocks

and quiescent behavior of a plant. Thus, we develop a new BRG-like structure called the quiescent

basis reachability graph (QBRG), in which the quiescent behavior is encoded. Analogously to a BRG,

a QBRG models the quiescent behavior of an LPN without explicitly listing all reachable markings. To

compute a QBRG, an integer linear programming technique is proposed to characterize the quiescent

behavior of a plant net. Then a structure called a Q-diagnoser is developed based on a QBRG to verify

the diagnosability of a plant.

• Finally, based on the notion of Q-diagnoser, we propose an algorithm to design a diagnosability

enforcing supervisor for a given plant. The supervisor is obtained by recursively removing all indeterminate

cycles in the Q-diagnoser, which circumvents the need of a complete marking enumeration. Moreover,

the supervisor designed by our approach guarantees that the closed-loop system is deadlock-free if no
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fault occurs.

Some preliminary results related to this approach have been presented in a conference paper [21], in

which the observable transitions are assumed to be free-labeled. In this paper, the active diagnosis problem is

studied in the more general framework of labeled Petri nets. In [21], we did not address the deadlock issue.

In comparison, a supervisor designed in this paper does not incur faultless deadlocks: a deadlock may only

occur when one or more fault transitions have fired. Such a property is also useful in practice: once the plant

reaches a deadlock after the occurrence of faults, the operator may examine the plant and initiate a recovery

process if needed. Furthermore, proofs of the mains results that were just sketched in [21] are fully developed

in this paper.

The remainder of this paper is organized as follows. In Section 2, we recall the basics of labeled Petri

nets and notions of diagnosability. In Section 3, the active diagnosis problem is formulated, and the notion

of diagnosability is generalized to LPNs that are not necessarily deadlock-free. In Section 4, the notion of

QBRG is introduced and a structure called a Q-diagnoser is developed to verify the diagnosability of an LPN.

In Section 5, an algorithm is developed to compute a supervisor for active diagnosis. Finally, conclusions are

drawn in Section 6.

2 Preliminary

2.1 Petri net

A Petri net is a four-tuple PN = (P, T, Pre, Post), where P is a set of m places represented by circles and

T is a set of n transitions represented by bars; Pre : P × T → N and Post : P × T → N are the pre-

and post- incidence matrices which specify the arcs from places to transitions and from transitions to places,

respectively. Here, N is the set of non-negative integers. C = Post− Pre ∈ Nm×n is the incidence matrix

of the net. For a transition t ∈ T , the preset of t is defined as •t = {p ∈ P | Pre(p, t) > 0}, while the

postset of t is defined as t• = {p ∈ P | Post(p, t) > 0}.
A marking of a Petri net is a function M : P → N, which assigns to each place a non-negative integer

number of tokens, represented by black dots. A Petri net with an initial marking M0 is called a marked net

and is denoted by 〈PN,M0〉.
A transition t is enabled at a markingM ifM ≥ Pre(·, t) holds, which is denoted byM [t〉. At a marking

M , an enabled transition tmay fire reaching a new markingM ′ = M+C(·, t), which is denoted byM [t〉M ′.
We use t ∈ σ to denote that transition t appears at least once in a sequence σ ∈ T ∗. We write M [σ〉M ′ with

σ = t1 · · · tk to denote that at marking M transitions t1, · · · , tk can fire sequentially, which eventually yields

marking M ′. We say that marking M ′ is reachable from marking M if there exists a firing sequence σ ∈ T ∗

such that M [σ〉M ′. We use L(PN,M0) to represent the set of all sequences that are enabled at the initial

marking M0, i.e., L(PN,M0) = {σ ∈ T ∗ |M0[σ〉}.
The set of all markings that are reachable from M0 is the reachability set, denoted by R(PN,M0). A

marked net 〈PN,M0〉 is bounded if there exists a number k ∈ N such that for all M ∈ R(PN,M0), and all

p ∈ P,M(p) ≤ k holds.

A markingM is said to be dead if no transition is enabled atM . A sequence σ ∈ L(PN,M0) is terminal

if the firing of σ reaches a dead marking M . A marked net 〈PN,M0〉 is said to be deadlock-free if for all
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M ∈ R(PN,M0), M is not dead. The following result immediately follows from the definition of dead

marking.

Fact 1 Given a Petri net PN = (P, T, Pre, Post), a marking M ∈ R(PN,M0) is dead if and only if the

following constraint set, denoted by ρ(M), is feasible:

ρ(M) :
∧
t∈T

(
∨
p∈•t

M(p) ≤ Pre(p, t)− 1) (1)

Fact 1 shows that the set of dead markings can be described by a set of linear equalities that characterize

the enabling conditions of transitions. The logical OR condition in the constraint set ρ(M) in Eq. (1) can be

converted to its equivalent conjunctive normal form by the method in [7].

For a sequence σ ∈ T ∗, we use σ↑T ′ with T ′ ⊆ T to denote the projection of sequence σ onto the

transition set T ′, and we write yσ to denote the firing vector of σ, i.e., yσ(t) = k if transition t appears k

times in σ.

A Petri net is acyclic if it does not contain any cycle. For an acyclic net, the following result holds.

Proposition 1 [32] Given an acyclic Petri net, a marking M is reachable from M0 if and only if there exists

a vector y ∈ Nn satisfying the state equation M = M0 + C · y. �

2.2 Labeled Petri net

A labeled Petri net (LPN) is a structure G = (PN,M0, E, `), where PN is a Petri net, M0 is the initial

marking, E is the set of observable events and ` : T → E ∪ {ε} is the labeling function that assigns to each

transition t ∈ T either a symbol from the given event set E or the empty string ε. The set of transitions T is

partitioned into two disjoint sets as follows: T = To∪Tuo, where To = {t ∈ T | `(t) ∈ E} is the observable

transition set and Tuo = {t ∈ T | `(t) = ε} is the unobservable transition set. The labeling function is also

naturally extended to firing sequences ` : T ∗ → E∗.

In an LPN, the observation of a sequence σ ∈ T ∗ is denoted as w = `(σ) ∈ E∗. The language of an

LPN G is defined as L(G) = {w ∈ E∗ | ∃σ ∈ L(PN,M0) : `(σ) = w}. Given an observation w ∈ E∗, we

define `−1(w) = {σ ∈ L(PN,M0) | `(σ) = w} as the set of firing sequences consistent with w.

2.3 Basis reachability graph

The study in [8, 27] develops a semi-structural approach to represent the reachability set of a bounded Petri

net.

Definition 1 [27] Given a Petri netPN = (P, T, Pre, Post), a pair π = (TE , TI) is called a basis partition1

of T if (1) TI ⊆ T , TE = T \ TI ; and (2) the TI -induced subnet is acyclic. The sets TE and TI are called

the set of explicit transitions and the set of implicit transitions, respectively. �

Definition 2 [27] Given a Petri net PN = (P, T, Pre, Post), a basis partition π = (TE , TI), a marking

M , and a transition t ∈ TE , we define:

1In general, there may exist multiple valid basis partitions for a given plant net. The selection of explicit and implicit transitions is

not necessarily associated with physical meanings. However, for certain problems some particular basis partitions are useful.
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• Σ(M, t) = {σ ∈ T ∗I |M [σ〉M ′,M ′ ≥ Pre(·, t)} as the set of explanations of transition t at marking

M ;

• Y (M, t) = {yσ ∈ N|T | | σ ∈ Σ(M, t)} as the set of explanation vectors of transition t at marking M ;

• Ymin(M, t) denotes the set of all minimal elements of Y (M, t), i.e., the minimal explanation vectors.

�

The set of basis markingsM is recursively defined as follows:

• M0 ∈M;

• If M ∈M, then for all t ∈ TE , for all y ∈ Ymin(M, t),

(M ′ = M + CI · y + C(·, t))⇒ (M ′ ∈M).

Given a partition π = (TE , TI), the corresponding basis reachability graph (BRG) is a deterministic finite

state automaton (DFA) defined in [27]. In short, a BRG B is a quadruple (M, T r,∆,M0), where:

• the state setM is the set of basis markings;

• the event set Tr is the set of pairs (t,y) ∈ TE × N|TI |;

• the transition function ∆ is:

∆ = {(M1, (t,y),M2) | t ∈ TE ,y ∈ Ymin(M1, t),

M2 = M1 + CI · y + C(·, t)}

• the initial state is the initial marking M0.

Definition 3 [27] Given a net PN = (P, T, Pre, Post), a basis partition π = (TE , TI), and a basis

marking Mb, the implicit reach of Mb is defined as RI(Mb) = {M ∈ Nm | (∃σ ∈ T ∗I )Mb[σ〉M}. �

Theorem 1 [27] Given a Petri net PN = (P, T, Pre, Post), a basis partition π = (TE , TI), and a marking

M ′, the following condition holds:

(∃σ ∈ T ∗)σ↑TE
= σE ∧M0[σ〉M ′

⇔ (∃Mb ∈M)(M0, σE ,Mb) ∈ ∆∗ ∧M ′ ∈ RI(Mb)

where (M0, σE ,Mb) ∈ ∆∗ denotes that, in the BRG, there exists a path fromM0 toMb labeled by (t1,y1), · · · , (t2,y2)

such that t1 · · · tk = σE . �

3 Active diagnosis problem formulation in labeled Petri nets

Given an LPN G = (PN,M0, E, `), its unobservable transition set Tuo is partitioned into the set of regular

unobservable transitions Treg and the set of fault transitions Tf . The latter can be further partitioned into

different fault classes T if (i = 1, 2, ..., r) that model different types of faults affecting the plant, i.e., Tf =
r⋃
i=1

T if . For the sake of simplicity, in this work we consider an LPN with a single fault class, i.e., Tf = T 1
f .

However, our approach can be extended to the active diagnosis of nets with multiple fault classes with a slight

modification of the methodology proposed in [41] for this purpose.
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Figure 1: The active diagnosis scheme.

In [9], the notion of diagnosability for deadlock-free nets is presented. In simple words, given a deadlock-free

LPN G = (PN,M0, E, `), let σ ∈ L(PN,M0) be a sequence that ends with a fault transition and let σ′ be a

sufficiently long continuation of σ. PlantG is diagnosable if any firing sequence having the same observation

as σσ′ contains at least one fault transition. According to its definition, diagnosability is a behavioral property,

i.e., it depends on the language generated by a plant. Assume that we are given an undiagnosable plant

represented by a labeled Petri net. We consider here a problem of active diagnosis: it consists in modifying

the plants behavior by supervisory control, thus ensuring that the closed-loop system is diagnosable.

The set-up of supervisory control in LPNs is proposed in [16]. Given an LPN G = (PN,M0, E, `),

the set of events E is partitioned into the set of controllable events Ec and the set of uncontrollable events

Euc, i.e., E = Ec ∪ Euc. In this paper, we aim to design a control policy based on the current diagnostic

state. The scheme of active diagnosis is depicted in Figure 1. Specifically, when a plant net generates

a sequence σ, through the labeling function, a diagnostic agent observes w = `(σ) and computes the

corresponding diagnostic state z(w) that contains information of both the current set of markings and possible

fault occurrences.

Definition 4 A diagnostic state is a set of pairs z(w) = {(M1, γ1), (M2, γ1), . . . , (Mn, γn)}, where each

pair (Mi, γi) denotes that the plant may be currently at marking Mi having previously fired a fault transition

(γi = F ) or not (γi = N ). A diagnostic state z(w) can be classified into three cases:

• Normal (no fault transition has fired so far): if for all (Mi, γi) ∈ z(w), γi = N ;

• Faulty (a fault transition has fired): if for all (Mi, γi) ∈ z(w), γi = F ;

• Uncertain (a fault transition may have fired): if there exist (Mi, γi), (Mj , γj) ∈ z(w), such that γi =

N , γj = F . �

When receiving a current diagnostic state z(w), a supervisor makes a control decision that specifies

a subset of controllable events ξ(z) ⊆ Ec to execute, while all other controllable events in Ec\ξ(z) are

disabled. Note that: (i) a supervisor cannot disable any transitions with uncontrollable labels, and (ii) if a

supervisor disables an event e ∈ Ec, all transitions labeled e are disabled. Here, we use (G, ξ) to denote the

closed-loop system. The problem investigated in this paper is formulated as follows.

Problem 1 (Active diagnosis) Given an undiagnosable plant modeled by an LPN G, we want to determine

a control policy ξ for G such that the closed-loop system (G, ξ) is diagnosable. �

Since in this paper we will apply the BRG approach to represent the reachability space of a net, the LPN

G considered satisfies the following assumptions:
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A1) G is bounded;

A2) The Tuo-induced subnet is acyclic.

Assumption A1 guarantees that the BRG of a plant net is always finite. Assumption A2 allows to use the

state equation to characterize the implicit reach of a basis marking.

Remark 1 Note that in the literature, an ILPP technique [1, 3, 4] is used to characterize the reachability

set of a bounded net system, which does not rely on Assumption A2. However, in this paper the proposed

supervisor is computed based on the BRG approach. Assumption A2 ensures that a BRG contains a correct

abstract representation of a net reachability set. �

3.1 Diagnosability of LPNs with deadlocks

In the literature, it is commonly assumed that a plant net to be diagnosed is deadlock-free [6, 9, 24, 36].

However, the action of a supervisor for active diagnosis may create deadlocks in the closed-loop system.

This happens when the closed-loop system reaches a marking while receiving a control decision that disables

all plant-enabled transitions: this situation is called a control-induced deadlock. Therefore, to perform active

diagnosis, the notion of diagnosability in LPNs needs to be generalized. In the sequel we use ψ(Tf ) to

denote the set of all sequences in L(PN,M0) that ends with a fault transition in Tf , i.e., ψ(Tf ) = {σtf ∈
L(PN,M0) : tf ∈ Tf}.

Definition 5 An LPN G = (PN,M0, E, `) is diagnosable with respect to a set of fault transitions Tf if for

all σ′ ∈ ψ(Tf ), there exists a non-negative integer k ∈ N such that for all σ′σ′′ ∈ L(PN,M0), the following

two conditions hold:

• if |σ′′| ≤ k and sequence σ′σ′′ is terminal, then:

σ ∈ `−1(`(σ′σ′′)) ∧ (@t ∈ T )σt ∈ L(PN,M0)

⇒ (∃tf ∈ Tf )tf ∈ σ;

• if |σ′′| ≥ k, then:

(∀σ ∈ `−1(`(σ′σ′′)))(∃tf ∈ Tf )tf ∈ σ. �

The second condition in Definition 5 is the classical notion of diagnosability for deadlock-free LPNs. On

the other hand, the first condition means that if a plant reaches a dead marking after a fault transition has

fired, then all consistent sequences that have the same observation and yield dead markings contain a fault.

By generalizing the definition of diagnosability, we do not require the assumption that the original net is

deadlock-free, i.e., our approach can be applied to LPNs containing deadlocks.

3.2 Quiescent behavior and quiescent event

When a plant reaches a marking M that is either a dead marking or a control-induced deadlock, the system

halts and no observation is produced in the future. Since in many practical cases the time needed to fire a

transition has an upper bound that can be assumed to be known, if the plant does not produce any observation

for a sufficiently long time, one can infer that the plant must be deadlocked at some marking2. To this end,
2Note that a divergent plant [17] may similarly renounce to engage in any further communication with the environment even if not

deadlocked. However, the models that we consider satisfy Assumptions A1 and A2, and thus they are necessarily divergence-free.
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Figure 2: (a) The LPN used in Example 1, and (b) its reachability graph after adding the quiescent event q.

deadlocks can be indirectly “observed”. Such a time-out behavior is called the quiescent behavior, which can

be encoded into the model by the following mechanism:

• Once the plant is deadlocked, it will repetitively generate a particular event q called the quiescent event.

Event q is observable and uncontrollable;

• Event q is generated only when the plant is deadlocked, i.e., the plant does not generate event q if any

transition is enabled.

Note that event q is not an event associated to a sensor signal: it is a logical event that represents the condition

that a plant does not produce any observation for a sufficient long time. We use the following example to

illustrate this.

Example 1 Consider the LPN in Figure 2(a) in which the set of observable transitions is To = {t1, t3}. By

firing sequence σ1 = t1t2t4, the plant reaches a dead marking M4 at which the plant generates the quiescent

event q. Besides, the plant may also reach dead markingsM2,M5 and then generate event q. This mechanism

can be illustrated by adding a self-loop labeled by q at dead markings in the reachability graph shown in

Figure 2(b). �

4 Basis reachability graph with quiescence and Q-diagnosers

4.1 Diagnosability of deadlock-free LPNs and basis diagnosers

Given a bounded LPN, one can construct its reachability graph (RG) and use the automata approaches

presented in [40] for active diagnosis. Nevertheless, the construction of the RG needs to explicitly enumerate
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all reachable markings of a net. In this paper, we use the notion of basis reachability graph that is a compact

representation of the reachability space of a net.

In [9], the authors use a basis reachability graph (BRG) with respect to a particular partition to study the

diagnosability verification problem in LPNs. Such a BRG is called a diagnostic BRG.

Definition 6 A diagnostic BRG is a basis reachability graph with respect to a partition where TE = To ∪Tf
and TI = T \ TE . �

In a diagnostic BRG, each state is a basis marking and each arc is labeled with a pair (t,y), where

t ∈ To ∪ Tf and y is a minimal explanation vector to enable t. Based on the diagnostic BRG, an automaton

called a basis reachability diagnoser (BRD) [9] is computed and used to verify the diagnosability of the net.

To compute a BRD, a series of ILPPs need to be solved to flag the occurrence of faults. In this paper, we will

also use the diagnostic BRG structure and will develop a simplified BRD structure to verify the diagnosability

of an LPN. In our case, no ILPP has to be solved and the simplified diagnoser structure will be later used to

design a supervisor.

Definition 7 Given an LPNG = (PN,M0, E, `) and its diagnostic BRGB = (M, T r,∆,M0), the underlying

automaton of B is a nondeterministic finite state automaton Gl = (M, E ∪ {εf},∆l,M0), where:

• M is the set of states;

• E ∪ {εf} is the event set, where εf denotes a fault event that is unobservable.

• ∆l ⊆ M× (E ∪ {εf})×M is the transition relation defined as follows: for any M1,M2 ∈ M and

(t,y) ∈ Tr,

(M1, (t,y),M2) ∈ ∆ ∧ `(t) ∈ E ⇒ (M1, `(t),M2) ∈ ∆l,

(M1, (t,y),M2) ∈ ∆ ∧ t ∈ Tf ⇒ (M1, εf ,M2) ∈ ∆l;

• M0 is the initial state. �

In other words, the underlying automaton of a diagnostic BRG B, denoted by Gl, can be obtained by

changing the label of each arc in B from (t,y) to `(t) (if t ∈ To) or εf (if t ∈ Tf ). Now we show that the

diagnosability of a deadlock-free LPN implies the diagnosability of the corresponding automaton Gl, and

vice versa.

Theorem 2 Given a deadlock-free LPN G = (PN,M0, E, `), let Gl = (M, E ∪ {εf}, δl,M0) be the

underlying automaton of its diagnostic BRG B. The net G is diagnosable if and only if Gl is diagnosable

with respect to fault εf .

Proof. (If) Assume that Gl is diagnosable with respect to fault εf . For any sequence σ1εf ∈ L(Gl),

there exists k ∈ N such that by observing subsequent k events, the occurrence of the fault can be detected.

According to Theorem 1, in net G for any sequence σ′1 ∈ ψ(Tf ), and all sequences σ′1σ
′
2 ∈ L(PN,M0)

such that |`(σ′2)| ≥ k, all sequences in `−1(`(σ′1σ
′
2)) contain a fault in Tf . Since the unobservable subnet is

acyclic, the length of σ′2 is bounded, which indicates that G is diagnosable.

(Only If) If net G is not diagnosable, there exists two arbitrary long sequence σ1, σ2 ∈ L(PN,M0), such

that `(σ1) = `(σ2) and σ1 contains a fault while σ2 does not. By Theorem 1 and the definition of Gl, it is

obvious that there exist two arbitrary long sequence σ′1, σ
′
2 ∈ L(Gl) such that Po(σ′1) = Po(σ

′
2) and one

contains fault εf while the other does not. Therefore, Gl is not diagnosable.
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Table 1: The basis markings of the BRG in Figure 3(b).

M0 [1 0 0 0 0 0 0 0 0 1 0]T

M1 [0 0 1 0 0 0 0 0 0 1 0]T

M2 [0 0 0 2 0 0 0 0 0 1 0]T

M3 [0 0 0 1 0 0 0 1 0 1 0]T

M4 [0 0 0 1 0 0 0 0 0 0 1]T

M5 [0 0 0 0 0 0 0 2 0 1 0]T

M6 [0 0 0 0 0 0 0 1 0 0 1]T

M7 [0 0 0 0 1 0 0 0 0 1 0]T

M8 [0 0 0 0 0 1 0 0 0 1 0]T

M9 [0 0 0 0 0 0 1 0 0 1 0]T

In [41], a structure called diagnoser are used to verify the diagnosability of an automaton. The diagnoser

of an automaton can be constructed by a standard procedure [11, 41]: we do not present it here for the sake

of brevity but illustrate it via Example 2. An important notion related to diagnosability is the indeterminate

cycle [41]. An indeterminate cycle in a diagnoser is a cycle composed exclusively of uncertain diagnostic

states for which there exist: (i) a corresponding cycle in the plant automaton involving only states tagged “N”

in the cycle of diagnoser; and (ii) a corresponding cycle in the plant automaton involving only states tagged

“F ” in the cycle of diagnoser. Sampath et. al [41] show that a plant automaton is diagnosable if and only if

its diagnoser does not contain any indeterminate cycle. Therefore, by Theorem 2, we immediately have the

following corollary.

Corollary 1 Given an LPNG that is deadlock-free, letGl be the underlying automaton of its diagnostic BRG

B. The net G is diagnosable if and only if the diagnoser of Gl does not contain any indeterminate cycle. �

Example 2 Consider the LPN in Figure 3(a), where To = {t1, t2, t3, t4, t5, t6, t7, t8, t9, t10}, Tuo = {t11,

t12, t13, t14, t15}, and Tf = {t14, t15}. The labeling function is defined as follows: `(t1) = a, `(t2) =

`(t3) = `(t8) = b, `(t4) = `(t5) = `(t10) = c, and `(t6) = `(t7) = `(t9) = d. The diagnostic BRG of this

net is shown in Figure 3(b), where y1 = [1, 0, 0]T , y2 = [0, 1, 0]T , and y3 = [0, 0, 1]T . The basis markings

are listed in Table 1. According to Definition 7, the underlying automaton Gl can be easily computed based

on the diagnostic BRG. The diagnoser of Gl is shown in Figure 3(c). There exist two indeterminate cycles in

the diagnoser, i.e., z3
c−→ z3 and z6

d−→ z6. According to Corollary 1, the plant net is not diagnosable. �

4.2 Quiescent basis reachability graph and Q-diagnoser

As mentioned in the previous section, a diagnostic BRG can be used to characterize the behavior of a

deadlock-free LPN and to verify its diagnosability without explicitly computing the reachability graph. Since

a diagnostic BRG is an abstract model of the plant LPN and does not preserve the information needed to

characterize deadlocks, the automaton-based approach [40] for active diagnosis cannot be directly applied to

a diagnostic BRG. In fact, a basis marking that has an outgoing arc in a diagnostic BRG does not necessarily

imply that all markings reachable from it by firing regular unobservable transitions are not dead. Therefore,
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Figure 3: (a) The LPN for Example 2, (b) its diagnostic BRG, and (c) the diagnoser of Gl.
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for the purpose of active diagnosis in LPNs with deadlocks, the structure of conventional diagnostic BRGs

needs to be augmented to encode the information of deadlocks.

Fact 1 in Section 2 provides us a way to verify if the regular unobservable reach of a (basis) marking

contains dead markings, which is stated by the following proposition. Here we denote Rreg(M) = {M ′ |
M [σreg〉M ′, σreg ∈ T ∗reg}.

Proposition 2 Given an LPN G = (PN,M0, E, `) and a marking M , there exists at least one dead marking

in Rreg(M) if and only if the following linear integer constraint D(M) is feasible:

D(M) =



Md = M + Cuo · y ≥ 0,

y ∈ N|Tuo|,∑
tf∈Tf

y(tf ) = 0

ρ(Md).

(2)

Proof. (Only If) Suppose that there exists a dead marking Md ∈ Rreg(M), i.e., there exists a firing vector

y ∈ N|Tuo| such that M +Cuo ·y = Md ≥ 0 and y(tf ) = 0 for all tf ∈ Tf . By Fact 1, marking Md satisfies

ρ(Md). Therefore, ILPP (2) is feasible.

(If) Suppose that ILPP (2) is feasible. By Assumption 2, the Tuo-induced subnet is acyclic. If there exists

a firing vector y ∈ N|Tuo| such that M + Cuo · y = Md ≥ 0 and y(tf ) = 0 for all tf ∈ Tf , then there

necessarily exists a firing sequence σ ∈ T ∗reg such that M [σ〉Md whose firing vector is y. Since Md satisfies

ρ(Md), by Fact 1, Md is a dead marking.

Note that the dead markings in Rreg(Mi) may not be unique. However, we will shortly see that for the

purpose of active diagnosis, it is sufficient to use a single virtual markingMi,d to denote the existence of some

dead markings in Rreg(Mi) without explicitly enumerating them. In the following, we introduce a structure

called a quiescent-BRG (QBRG) that is an augmented basis reachability graph in which the information of

the quiescent behavior of a plant net is encoded.

Definition 8 Given an LPN G = (PN,M0, E, `), let Gl = (M, E ∪ {εf},∆l,M0) be the underlying

automaton of its diagnostic BRG. The quiescent-BRG (QBRG) ofG is a nondeterministic finite state automaton

Gq = (Mq, Eq,∆q,M0), where:

• the state setMq =M∪ {Mi,d |Mi ∈M, D(Mi) is feasible};

• Eq = E ∪ {εf , q} is the event set;

• the transition relation ∆q is defined as follows:

∆q = ∆l ∪ {(Mi, q,Mi,d) |Mi ∈M, D(Mi) is feasible}

∪ {(Mi,d, q,Mi,d) |Mi,d ∈Mq \M}

• M0 is the initial state. �

Given an LPN, Algorithm 1 can be used to compute its QBRG. The difference between the QBRG and

the diagnostic BRG of an LPN can be explained as follows. For each basis marking Mi in a diagnostic

BRG, if constraint D(Mi) is feasible, then virtual basis marking Mi,d is added with arcs Mi
q−→ Mi,d and

Mi,d
q−→ Mi,d. Again, we note that Mi,d is not a real marking of a Petri net: it is just a modeling primitive
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to denote the existence of some dead markings in Rreg(Mi). However, for simplicity, we also call Mi,d a

“basis marking” by omitting the term “virtual”, since there will be no confusion. If an LPN is deadlock-free,

then its QBRG is identical to the underlying automaton of its diagnostic BRG.

Algorithm 1: Computation of QBRG Gq .

Input: An LPN G = (PN,M0, E, `)

Output: Gq = (Mq, E ∪ {εf , q},∆q,M0)

1 compute the diagnostic BRG B of the LPN G;

2 compute the underlying automaton Gl = (M, E ∪ {εf},∆l,M0) of B;

3 letMq =M, ∆q = ∆l;

4 for each basis marking Mi ∈M do
5 if D(Mi) is feasible then
6 letMq =Mq ∪ {Mi,d};
7 let ∆q = ∆q ∪ {(Mi, q,Mi,d)} ∪ {(Mi,d, q,Mi,d)};

8 output Gq = (Mq, E ∪ {εf , q},∆q,M0);

In the following, we introduce a new projection function P ′ : T ∗ → (E ∪ {εf})∗, defined as follows:

P ′(t) = e if t ∈ To, `(t) = e;

P ′(t) = ε if t ∈ Treg;

P ′(t) = εf if t ∈ Tf ;

P ′(σt) = P ′(σ)P ′(t) if σ ∈ T ∗, t ∈ T.

Theorem 3 Consider an LPN G = (PN,M0, E, `) and its QBRG Gq = (Mq, Eq,∆q,M0). There exists a

sequence σ ∈ L(PN,M0) satisfying P ′(σ) = w and M0[σ〉M where M is a dead marking if and only if in

the QBRG Gq there exists a path: M0
w−→Mi

q−→Mi,d such that M ∈ Rreg(Mi).

Proof. (Only If) Assume that there exists a sequence σ ∈ L(PN,M0) reaching to a dead marking M . Let

Gl be the underlying automaton of the diagnostic BRG. By Theorem 1, in Gl there exists a path labeled by

w = P ′(σ) leading to a basis marking Mi and M ∈ Rreg(Mi). By the definition of Gq , there exists a path

M0
w−→Mi

q−→Mi,d in Gq such that M ∈ Rreg(Mi).

(If) Assume that there exits a path M0
w−→ Mi

q−→ Mi,d in Gq . We can infer that in Gl there exists a

path M0
w−→ Mi and D(Mi) is feasible, which implies that there exists a dead marking M ∈ Rreg(Mi). By

Theorem 1, there exists a sequence σ ∈ L(PN,M0) such that M0[σ〉M and P ′(σ) = w.

Example 3 Consider the LPN in Figure 2(a), where To = {t1, t3} and Tf = {t6}. The underlying

automaton Gl of its diagnostic BRG is shown in Figure 4(a). By applying Algorithm 1, its QBRG is depicted

in Figure 4(b). �

Given a QBRGGq , letGdiag = (Z,E∪{q}, δd, z0) be the diagnoser ofGq . Gdiag is called a Q-diagnoser

that can be computed by the standard diagnoser construction [41, 11]. The following theorem provides us a

way to verify the diagnosability of an LPN that contains deadlocks by using its Q-diagnoser Gdiag .
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Figure 4: (a) The structure Gl for Example 3, and (b) the corresponding QBRG Gq .

Theorem 4 Given an LPN G = (PN,M0, E, `) and its Q-diagnoser Gdiag = (Z,E ∪ {q}, δd, z0), G is

diagnosable if and only if Gdiag does not contain any indeterminate cycle.

Proof. By Corollary 1, there does not exist an undiagnosable non-terminal sequence if and only if in the

Q-diagnoser Gdiag there does not exist an indeterminate cycle labeled by w ∈ E∗. Now we prove that there

does not exist an undiagnosable terminal sequence if and only if in the Q-diagnoserGdiag there does not exist

an indeterminate cycle labeled by event q.

(Only If) Let σ be a faulty sequence in L(PN,M0) that leads to a dead marking M . If σ does not

meet the first condition in Definition 5, then there exists another non-faulty sequence σ′ that yields a dead

marking M ′ such that `(σ) = `(σ′) = w. This indicates that by observing wq the corresponding diagnostic

state z = δ∗d(z0, wq) necessarily contains two pairs (M ′d, N) and (Md, F ). Since by the construction of the

Q-diagnoser, δd(z, q) = z holds, there exists an indeterminate cycle at diagnostic state z labeled by q, i.e.,

z
q−→ z.

(If) Suppose that the Q-diagnoser contains an indeterminate cycle z
q−→ z such that z contains two pairs

(Md, F ) and (M ′d, N). It means that there necessarily exist two dead markingsM andM ′ that can be reached

form the initial marking M0 by firing a faulty sequence σ and a non-faulty sequence σ′, respectively. Since

sequences σ and σ′ have the same observation, the first condition in Definition 5 is not satisfied. Therefore,

the statement holds.
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Figure 5: The Q-diagnoser Gdiag of the plant in Figure 2(a).

Example 4 Consider the net in Figure 2(a), where To = {t1, t3} and Tf = {t6}. Its QBRG Gq is visualized

in Figure 4(b). Thanks to Gq , its Q-diagnoser Gdiag is shown in Figure 5. Since in Gdiag there exists an

indeterminate cycle z2
q−→ z2, by Theorem 4, the plant is not diagnosable. In fact, the plant can fire normal

sequence σ1 = t1t2t4 and faulty sequence σ2 = t1t2t6 that are both dead and have the same observation,

which violates the first condition in Definition 5. �

15



5 Diagnosability enforcing supervisor

In this section, we develop a method to design a supervisor for the active diagnosis of a plant LPN. By

Theorem 4, a plant LPN is undiagnosable if and only if its Q-diagnoser contains indeterminate cycles.

Therefore, to enforce diagnosability, a supervisor must forbid all behaviors of the plant that may evolve

along those indeterminate cycles in the Q-diagnoser. Given a Q-diagnoser, indeterminate cycles are classified

into two types by the controllability of events in them:

• for an indeterminate cycle that contains controllable events, at least one of these controllable events

has to be disabled to prevent the plant circulating in this cycle for infinite times;

• for an indeterminate cycle that does not contain any controllable event, all diagnostic states in it (and

all diagnostic states that may uncontrollably reach it) must be forbidden.

As mentioned in Section 3, the supervisor makes control decisions from the knowledge of the consistent

diagnostic state obtained by the Q-diagnoser. More precisely, for an observation w ∈ (E ∪ {q})∗ whose

consistent diagnostic state is zi, the control decision at state zi is ξ(zi) = Ec \ Ed,i where Ed,i is the set of

disabled events at diagnostic state zi. Given a setEd,i, we use Td,i to denote the corresponding set of disabled

transitions, i.e., Td,i = {t ∈ T | `(t) ∈ Ed,i}.
In automata, the two control specifications mentioned above can be easily enforced by inspecting the

plant automaton [40]. However, a Q-diagnoser is an abstract model of the plant LPN, in which the firing

of implicit transitions is omitted. Hence, a control decision at a diagnostic state z may result in deadlocks

that are not explicitly represented in the Q-diagnoser. Therefore, the method to trim a diagnoser in automata

in [40] cannot be applied to trim a Q-diagnoser. To detect if there exists a control-induced deadlock at a

diagnostic state z, we rewrite Eqs. (1) and (2) as the following Eqs. (3) and (4), respectively.

ρ′(M) :
∧

t∈T\Td,i

(
∨
p∈•t

M(p) ≤ Pre(p, t)− 1) (3)

D′(M) =



Md = M + Cuo · y ≥ 0,

y ∈ N|Tuo|,∑
tf∈Tf

y(tf ) = 0,

ρ′(Md).

(4)

Comparing with Eq. (1), in Eq. (3) the token-disabling constraints for control-disabled transitions (i.e.,

transition in Td,i) are removed. On the other hand, Eq. (4) is analogous to Eq. (2) while the constraint

ρ from Eq. (1) is replaced by ρ′ from Eq. (3). Hence, if Eq. (4) is feasible for a marking M , by firing

regular unobservable transitions, some marking Md is reached from M such that all transitions are either

control-disabled or lack of tokens to fire, and vice versa.

Proposition 3 Given an LPN G = (PN,M0, E, `) with E = Ec ∪ Euc and its Q-diagnoser Gdiag =

(Z,E ∪ {q}, δd, z0), suppose that the control decision at diagnostic state zi is ξ(zi) = Ec \Ed,i. For a basis

marking M such that (M,γ) ∈ zi, there exists at least one marking Md ∈ Rreg(M) at which no transition

can fire if and only if constraint D′(M) in Eq. (4) is feasible.
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Proof. (Only If) Suppose that after disablement of transitions in Td,i, there exists a dead marking Md ∈
Rreg(M), i.e., there exists a firing vector y ∈ N|Tuo| such that M + Cuo · y = Md ≥ 0 and y(tf ) = 0 for

all tf ∈ Tf . Moreover, marking Md satisfies ρ′(Md). Therefore, ILPP (4) is feasible.

(If) Suppose that ILPP (4) is feasible. By Assumption 2, the Tuo-induced subnet is acyclic. If there exists

a firing vector y ∈ N|Tuo| such thatM +Cuo ·y = Md ≥ 0 and y(tf ) = 0 for all tf ∈ Tf , then there exists a

firing sequence σ ∈ T ∗ref such that M [σ〉Md whose firing vector is y. Since Md satisfies ρ′(Md), at marking

Md all transitions are either control-induced or lack of tokens to fire. Therefore, Md is a dead marking.

Example 5 Consider the plant in Figure 3(a), where Ec = {c, d}. Its Q-diagnoser is shown in Figure 3(c).

Suppose that a supervisor disables event c at diagnostic state z3, i.e., the disabled transition set Td,3 =

{t4, t5, t10}. Since there are two pairs (M3, N) and (M6, F ) in state z3, according to Proposition 3 markings

M3 and M6 need to be considered. For marking M3, constraint D′(M3) is not feasible, which means

that if the plant is at a marking in the regular unobservable reach of M3, by disabling event c, there is no

control-induced deadlock. On the other hand, constraint D′(M6) is feasible, which means that if the plant is

at a marking in the regular unobservable reach of M6, by disabling event c, the plant can reach some dead

marking in Rreg(M6). �

In reality, a plant is expected to be deadlock-free, since an unexpected deadlock may greatly reduce the

rate of productivity (e.g., long down-time and low use of some critical and expensive resources) or even

cause severe consequence [26]. On the other hand, if a fault has occurred, then a deadlock, i.e., a “planned

shutdown”, is usually harmless and acceptable, since the operator of a plant may examine the plant when it

is offline and initiate a recovering process to repair the fault. Therefore, in this section we aim to design a

supervisor for active diagnosis which meets the two criteria:

1. the closed-loop system is diagnosable, i.e., the firing of fault transitions can be detected in finite future

steps;

2. the closed-loop system is not deadlocked when no fault transition has fired.

To prevent the plant from reaching unfaulty deadlocks, in the following we introduce a notion called a

q-normal cycle.

Definition 9 Let Gdiag = (Z,E ∪ {q}, δd, z0) be the Q-diagnoser of an LPN G. A cycle C: z
q−→ z in Gdiag

is called a q-normal cycle if for all (Mi, γi) ∈ z, γi = N holds. �

In other words, a cycle C : z
q−→ z is q-normal if at diagnostic state z no fault transition has fired. As we

have discussed at the beginning of this section, to guarantee diagnosability a supervisor should prevent the

plant from circulating in any indeterminate cycle. Besides, to guarantee that the plant is not deadlocked when

no fault transition has fired, a supervisor should also prevent the closed-loop system reaching any q-normal

cycle.

In the following, we propose Algorithm 2 to design a supervisor for a given labeled Petri net plant

such that the closed-loop system is diagnosable and cannot reach deadlock if no fault occurs. Algorithm 2

recursively trims the Q-diagnoser by eliminating all indeterminate cycles and q-normal cycles in it. In

Algorithm 2, we use EC to denote the set of events in a cycle C in Gdiag and use set Zdis to denote the

set of diagnostic states at which the supervisor makes disablement actions.
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Algorithm 2: Computation of an active diagnosis supervisor
Input: A labeled Petri net G = (PN,M0, E, `), where E = Ec ∪ Euc
Output: Diagnosability enforcing supervisor Gs.

1 compute the QBRG Gq using Algorithm 1;

2 compute the Q-diagnoser Gdiag = (Z,E ∪ {q}, δd, z0) that is the diagnoser of Gq;

3 let D = ∅, Zdis = ∅;
4 while there exists an indeterminate cycle or a q-normal cycle C in Gdiag do
5 if EC ∩ Ec = ∅ ∧ (∃σ ∈ E∗uc)δd(z0, σ) = z′ ∈ C then
6 output: No solution, END;

7 if EC ∩ Ec 6= ∅ then
8 select e ∈ EC ∩ Ec such that δd(zi, e) = z′, zi, z

′ ∈ C;

9 let D = D ∪ {(zi, e)}, Zdis = {zi};
10 remove δd(zi, e) from δd;

11 else
12 for each zi ∈ Z, e ∈ Ec, such that δd(zi, e) = z′ and ∃σ ∈ E∗uc such that δd(z′, σ) = z′′ ∈ C

do
13 let D = D ∪ {(zi, e)}, Zdis = Zdis ∪ {zi};
14 remove δd(zi, e) from δd;

15 remove all unreachable states from Z;

16 remove (z, e) from D if z /∈ Z ;

17 for each zi ∈ Zdis do
18 let Ed,i = {e | ∃(zi, e) ∈ D};
19 compute the disabled transitions set Td,i;

20 for each (Mj , γj) ∈ zi do
21 if D′(Mj) is feasible then
22 if ∃z ∈ Z, such that δd(zi, q) = z then
23 let z = z ∪ {(Mj,d, γj)}
24 else
25 let z = {(Mj,d, γj)}, Z = Z ∪ {z};
26 let δd(zi, q) = z, δd(z, q) = z;

27 let Zdis = ∅

28 output Gs = (Z,E ∪ {q}, δd, z0).
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We explain how Algorithm 2 works step-by-step. Steps 1 and 2 compute the QBRG and the Q-diagnoser

Gdiag , respectively. If there exists an indeterminate cycle or a q-normal cycle C that contains only uncontrollable

events and can be reached from the initial diagnostic state z0 by executing a sequence of uncontrollable events,

then there does not exist a supervisor that meets the two criteria. In such a case, the algorithm terminates.

The main body of Algorithm 2 consists of two parts. In the first part (Steps 4 to 16) an indeterminate

cycle or a q-normal cycle C is found and treated. If C contains at least one arc labeled by a controllable event

e ∈ Ec, by Steps 7 to 10 one of such arcs, denoted by (zi, e), is put into set D, meaning that event e is

disabled at diagnostic state zi. On the other hand, if C contains no controllable events, then in Steps 12 to

14 all controllable arcs leading to some states that may uncontrollably reach C are put in D. Steps 15 and 16

remove the unreachable states and the corresponding arcs in D which are no longer necessary.

Once the control policy is updated, the second part of the algorithm (Steps 17 to 26) updates the information

of control-induced deadlock accordingly. For each diagnostic state zi ∈ Zdis, Steps 18 and 19 compute the

disabled event set Ed,i and the disabled transitions set Td,i at state zi, respectively. By Step 20, for each pair

(Mj , γj) ∈ zi, ILPP (4) is solved to test if the disablement of transitions in Td,i will block the plant at some

marking in Rreg(Mj). In Steps 22 to 26 a new diagnostic state is added to Z that contains all (Mj,d, γj)

from all (Mj , γj) in zi such that ILPP (4) is feasible. The above procedures (Steps 4 to 27) are iteratively

done until all indeterminate cycles and q-normal cycles have been removed. In Algorithm 2, we separate the

function that updates the Q-diagnoser (Steps 17 to 26, which adds q-cycles) and the function that trims the

Q-diagnoser (Steps 7 to 14). The reason for this is to modularize the algorithm and improve its readability.

Finally, we discuss the complexity of the proposed approach. Consider an LPN G = (PN,M0, E, `)

whose diagnostic BRG is B = (M, T r,∆,M0) with the QBRG Gq . Since in QBRG Gq each basis marking

is associated with at most one virtual basis marking, there are at most 2|M| states in Gq , i.e., the structural

complexity ofGq isO(2|M|). On the other hand, both Q-diagnoserGdiag and active diagnosis supervisorGs
contain two types of nodes: (1) basis marking nodes, i.e., z = {(M1, γ1), (M2, γ2), . . . , (Mn, γn)}, where

Mi ∈ M; and (2) virtual basis marking nodes, i.e., z′ = {(M1,d, γ1), (M2,d, γ2), . . . , (Mn,d, γn)}. Since

the number of each type of nodes is at most 22|M|, both Gdiag and Gs contain at most 2 · 22|M| states, i.e.,

their structural complexity is O(22|M|). Such exponential complexity of |M| seems unavoidable due to the

construction of the diagnoser of QBRG. However, it has been acknowledged that in practice the number of

basis markings is usually much smaller than the markings in the reachability graph [9, 27]. Thus, our method

is practically more efficient than automaton-based methods (such as [40]).

Example 6 Consider again the LPN in Figure 3(a) where To = {t1, t2, t3, t4, t5, t6, t7, t8, t9, t10} and

Tf = {t14, t15}. The controllable event set Ec = {c, d}. Its Q-diagnoser is shown in Figure 3(d). In

the Q-diagnoser there exist two indeterminate cycles: z3
c−→ z3 and z6

d−→ z6.

In the first iteration, indeterminate cycle z3
c−→ z3 is picked. Since event c is controllable, by Step 9 event

c is disabled at z3, i.e., D = {(z3, c)} and Zdis = {z3}. For state z3, the disabled event set Ed,3 = {c} and

the disabled transition set is Td,3 = {t4, t5, t10}. There are two pairs (M3, N) and (M6, F ) in state z3. For

marking M6, constraint D′(M6) is feasible, and according to Step 25, a new state z9 = (M6,d, F ) is added

to the state set. By Step 26, an arc labeled event q from state z3 to z9 and a self-loop labeled event q at state

z9 are also added.

In the second iteration, indeterminate cycle z6
d−→ z6 is picked. Since event d is controllable, we have

D = {(z3, c), (z6, d)} and Zdis = {z6}. By Steps 17 to 26, diagnostic state z6 = {(M8, N), (M9, F )} is
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Figure 6: (a) The trimmed structure G′diag in Example 6, (b) the diagnosability enforcing supervisor Gs.

examined to update the quiescent behavior after disabling event d at it. The trimmed Q-diagnoser G′diag is

shown in Figure 6(a).

Since the structure G′diag contains a new q-normal cycle, i.e., z10
q−→ z10, it is then trimmed in the third

iteration. Since event q is uncontrollable, event d at state z5 is disabled. Steps 17 to 26 update the quiescent

behavior at state z5. For a marking M7 in z5, constraint D′(M7) is feasible. According to Steps 25, a new

state z = {(M7,d, N)} is added to state set. By Step 26, an arc labeled event q from z5 to z and a self-loop

labeled event q at state z are also added, which is a new q-normal cycle.

In the forth iteration, to eliminate the q-normal cycle z
q−→ z, the event c at state z1 is disabled. After

updating the quiescent behavior at state z1, the final result is shown in Figure 6(b). Since there does not exist

any indeterminate cycle and q-normal cycle in the current structure, Algorithm 2 terminates and outputs the

final structure in Figure 6(b). �

Once Gs = (Z,E ∪ {q}, δs, z0) is obtained, the corresponding control policy is given as follows. Given

an observation w whose consistent diagnostic state in diagnosability enforcing supervisor is z, the control

decision ξ(z) is to permit all controllable events that are defined at z, i.e.,

ξ(z) = {e ∈ Ec | δs(z, e) is defined}. (5)

For example, for the net in Example 2, for an observation w = abd whose consistent diagnostic state is z3,

according to the diagnosability enforcing supervisor in Figure 6(c), the control decision is ξ(z3) = {d}, i.e.,

event c is disabled.
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Remark 2 It is worth noting that the observable quiescent event q provides us extra information about the

current marking and the fault status of the system. Consider, for instance, the Q-diagnoser in Figure 6(a) in

which the supervisor disables event d at diagnostic state z6. When observing event sequence acd, one can

infer that the plant may be at some marking either in the regular unobservable reach of M8 while no fault

transition has fired, or in the regular unobservable reach ofM9 while a fault transition has fired. However, by

further observing quiescent event q and inspecting the new consistent diagnostic state z10, one can infer that

the system must be blocked at some marking in the regular unobservable reach ofM8 while no fault transition

has fired, i.e., the firing a fault transition is excluded. In such a case, the supervisor may re-enable event d,

which may lead to a more permissive control result. However, to re-enable events, all subsequent diagnostic

states from z10 and the control decisions at those states need to be further explored, since the subsequence

diagnostic states may not be already in Gdiag and may contain new indeterminate cycles. To keep this paper

focused, we do not address this issue and simply disable the precursor event that leads to unfaulty deadlocks.

�

Theorem 5 Given an LPN G = (PN,M0, E, `) with E = Ec ∪ Euc and a set of fault transitions Tf ,

the closed-loop system (G, ξ) is diagnosable and free of unfaulty deadlocks, where ξ is the control policy

designed by Algorithm 2 and Eq. (5).

Proof. Algorithm 2 ensures that the diagnosability enforcing supervisor does not contain any indeterminate

cycle and q-normal cycle. Since the diagnosability enforcing supervisor represents the behavior of the

closed-loop system, the closed-loop system is diagnosable and does not have unfaulty deadlocks.

Remark 3 Note that in general there exist multiple ways to break an indeterminate cycle with controllable

events in a Q-diagnoser. It may happen that the control action prunes some crucial arcs such that the

state space is greatly reduced or the normal functionality is greatly affected. As a result, some additional

information can be embedded into Algorithm 2 to avoid removing these crucial arcs. To explore this will be

part of our future work. �

6 Conclusion

This paper deals with the active diagnosis problem in the framework of LPNs. We generalize the notion of

diagnosability to LPNs with deadlocks and control-induced deadlocks. A structure called quiescent basis

reachability graph (QBRG) is proposed to characterize the behavior of a net containing deadlocks without

enumerating all its reachable markings. An integer linear programming technique is developed to characterize

the deadlocks. We present a QBRG-based method to design a diagnosability enforcing supervisor using a

Q-diagnoser. Our supervisor guarantees that the closed-loop system is diagnosable and does not contain

unfaulty deadlocks.
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