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Abstract

Timed weighted marked graphs are a mathematical formalism suitable to model automated manufacturing systems

in which synchronization and bulk services and arrivals appear, such as assembly lines and kanban systems. In this

paper, we aim to develop practically efficient methods for the marking optimization of timed weighted marked graphs,

a problem which consists in finding an initial resource assignment to minimize the cost of resources under a given

requirement on the cycle time. Starting with a live initial marking, we first compute the critical places of a timed

weighted marked graph by exploring an equivalent model called timed marked graph. Then, we develop an analytical

method to identify the critical circuit of the system to which tokens will be iteratively added. Application to a real

manufacturing system is finally provided, which shows that the developed approach is significantly more efficient

than the existing ones.
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I. INTRODUCTION

Petri nets (PNs) are a mathematical formalism for modeling, analyzing, and controlling discrete event systems

[1]–[4]. Timed marked graphs (TMGs), a class of Timed Petri nets (TPNs) that have been studied since the early

90’s, are convenient to model and analyze manufacturing systems such as assembly lines and transfer lines [5].

A generalized model called timed weighted marked graph (TWMG) was studied in the literature [6]. This

model, characterized by weighted arcs, can conveniently describe systems with batches and assembly/disassembly

operations. Analytical methods were proposed to evaluate the cycle time of a TWMG by converting it into an

equivalent TMG under different server semantics [7], [10].

To find a trade-off between minimizing the cost of the resources and maximizing the system’s throughput, two

types of optimization problems were studied in the literature: cycle time optimization and marking optimization.

Giua et al. [12] addressed the cycle time optimization of TMGs and proposed different approaches to find an optimal

initial marking that minimizes the cycle time of the system, while the cost of resources is smaller than or equal to a

given bound. The marking optimization of TMGs was investigated in [11] and a heuristic algorithm was developed

to find an initial marking that minimizes the cost of resources, while the cycle time of the system is smaller than

or equal to a given value. Nakamura and Silva dealt with the same problem by proposing a sub-optimal two phase

approach [9]. First, a reasonable initial marking is computed based on a greedy algorithm. Second, the obtained

marking is refined via a tabu-search technique.

Due to the presence of weighted arcs, the optimization problem of TWMGs is much more complicated and has

not received much attention in the literature [8]. A heuristic strategy was firstly explored to provide sub-optimal

solutions for the cycle time optimization of TWMGs in [13]. We have shown in [15] an analytical technique to

compute an optimal marking for the cycle time optimization of TWMGs. First, the (finite) family of TMGs that

are equivalent to a given TWMG is characterized, each one valid for a class belonging to a finite partition of

the initial markings set. Then, by solving mixed integer linear programming problems (MILPPs), the best solution

within each class of TMGs is computed. Finally, the optimal one is selected and the equivalent solution for the

original TWMG is computed. However, the computational cost of these optimal approaches is usually very high

since the number of classes in the family of equivalent TMGs can grow exponentially with respect to the number

of places. For this reason, we believe that sub-optimal approaches based on heuristics, which have also been used

in this setting, can still play an important role in many practical applications where due to computational or time

constraints an optimal solution cannot be obtained.

Considering the marking optimization of TWMGs, there exist only heuristic approaches in the literature. Sauer

[14] developed an iterative heuristic method starting with a feasible marking which contains enough tokens to meet

the requirement on cycle time. Then, one place is selected to remove one token until the cycle time increases

to its upper bound. It usually needs a large number of iteration steps to remove the additional tokens. He et al.

[13] proposed a novel heuristic method which was more efficient than that in [14]. It started with a live initial

marking whose weighted sum of tokens is small. Then, the critical circuits are searched by simulation and tokens
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are iteratively added to all of them until the cycle time of the system converges to the upper bound on the cycle

time.

The computational bottleneck of the approach proposed in [13] lies in the fact that to find the critical circuit

it is necessary to compute the cycle time of each elementary circuit by simulation. The simulation analysis has

to explore the dynamic evolutions of the system and inevitably runs into the state explosion problem inherent to

discrete models. In the meanwhile, the number of elementary circuits increases exponentially with respect to the net

size. Thus, the computational cost of the heuristic methods proposed in [13] and [14] is still not negligible, although

by order of magnitude, it is smaller than those of the optimal approaches. As far as we know, it is impossible to

extend the optimal techniques used for cycle time optimization in [15] to marking optimization. However, we can

use some analytical steps of the optimal approach to further improve the computational efficiency of the heuristic

approaches.

It is worthy to mention that synchronous dataflow graphs (SDFGs) are a well-known formalism commonly used

to model and analyze data flow applications and real-time embedded streaming applications and are equivalent

to TWMGs [16], [17]. The throughput of SDFGs can be computed by transforming an SDFG into an equivalent

homogeneous SDFG [18] or by exploring the state space [19]. The buffer minimization problem of SDFGs under

a given throughout constraints was investigated in [20], [21].

In this paper, we aim to develop practically efficient methods for marking optimization of TWMGs. An analytical

method is originally developed to find the critical circuit of the system, which makes intensive use of linear

programming (LP) techniques and avoids enumerating all the elementary circuits and their corresponding cycle

time. As a consequence, the most burdensome part of the heuristic approach in [13] can be removed, significantly

reducing the computational cost. Extensive results carried out show that this method improves the efficiency of our

previous method in [13]. One practical advantage of the developed method is that it can be used in large scale

systems.

This paper is organized in six sections. Basic notations of PNs and TWMGS are presented in Section II. Section

III gives the problem statement. In Section IV, we present a heuristic approach for the marking optimization problem

based on linear algebra. Experimental results are given in Section V. Finally, Section VI draws the conclusions and

future work.

II. BACKGROUND

A. Preliminaries

A place/transition net (P/T net) is a four-tuple N = (P, T,Pre,Post) with a set of n places P ; a set of

m transitions T ; the pre and post incidence matrix Pre, Post ∈ Nn×m. The incidence matrix of a P/T net is

denoted by C = Post− Pre.

A vector x = (x1, x2, . . . , xm)T ∈ N|T | is a T-semiflow if it holds that x ̸= 0 and C · x = 0. A vector

y = (y1, y2, . . . , yn)
T ∈ N|P | is a P-semiflow if it holds that y ̸= 0 and yT · C = 0. A T-semiflow (resp.,
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P-semiflow) is said to be minimal if its support is not a superset of any other T-semiflow’s (resp., P-semiflow’s)

support, and its components are mutually prime.

A marking is a vector M : P → N that assigns to each place of a PN a non-negative integer number of tokens;

we denote the marking of place p as M(p). A PN system ⟨N,M0⟩ is a net N with an initial marking M0.

A weighted marked graph (WMG) is a subclass of PNs such that each place has single input transition and single

output transition, and the weight associated with arcs are positive integer numbers. A timed PN is a pair Nδ =

(N, δ), where δ : T → N represents the firing delay of transitions [22].

A net is strongly connected if there exists a directed path from any node in P ∪ T to every other node. A

circuit of a net is a directed path in the underlying (unweighted) graph that starts and ends with the same node.

An elementary circuit is a directed path that starts and ends with the same node without passing twice on the same

node [23].

Let tin(p) (resp., tout(p)) be the unique input (resp., output) transition of place p of a WMG and w(p) (resp.,

v(p)) be the weight of its input (resp., output) arc. We denote by gcdp the greatest common divisor of w(p) and

v(p).

Definition 1: A WMG is said to be neutral if for each elementary circuit γ it holds that
∏

p∈γ
w(p)
v(p) = 1. �

A strongly connected and neutral WMG is conservative, i.e., there exists a P-semiflow whose components are

all positive [24], [25]. In addition, there exists a unique minimal T-semiflow x that contains all transitions in its

support [26].

The enabling degree of a transition t enabled at marking M is the biggest integer number k such that

M ≥ k · Pre(·, t). (1)

From the queue theory point of view, this can be interpreted as the number of servers at each station (transition).

In the rest of this paper, we assume that the considered TWMG is strongly connected, neutral, and follows the

single server semantics. In another word, each transition represents an operation that can be executed by a single

operating unit under the single server semantics. Therefore, regardless of the current enabling degree, a transition

may fire at most once at a time. More details can be found in [22], [26].

A deterministic timed PN is a pair Nδ = (N, δ), where N = (P, T,Pre, Post) is a standard PN, and δ : T → N,

called delay time, assigns a non-negative integer fixed duration to each transition. In this paper, we will consider

deterministic TWMGs.

B. Computation of the cycle time of a TWMG

Definition 2: The cycle time χ(M0) of a TWMG system ⟨N,M0⟩ is the average time to fire one time the

minimal T-semiflow. �
Let γ be a circuit of a TWMG and Γ be the set of elementary circuits of a TWMG. We define χγ(M0) as the

cycle time of circuit γ. A critical circuit γc is a circuit (elementary or not) such that its cycle time is the greatest,

i.e., χγc
(M0) ≥ χγ(M0), ∀γ ∈ Γ, and places belonging to the critical circuit are called critical places.
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In a TMG, the cycle time of the net is equal to the cycle time of the slowest elementary circuit: so there always

exists a critical elementary circuit and it is sufficient to study only them to identify the bottleneck. On the contrary,

in the case of TWMG it may happen that no elementary circuit is critical, thus we need to also study the non-

elementary circuits to identify the bottleneck. This makes the analysis of TWMG much more difficult. An example

of this is given in the net we will consider in Example 3 where the critical circuit of the TWMG is non-elementary

and composed of two elementary circuits.

Simulation can be used to evaluate the cycle time of TWMGs [28]. It has been shown that the execution of a live

and strongly connected TWMG is ultimately repetitive [29]. Therefore, the simulation stops when the system enters

a cycle and the period of this cycle is a multiple of the cycle time. However, the simulation analysis will explore

the dynamic evolution of the system and inevitably runs into the state explosion problem inherent to discrete event

models. In the following, we will present an example to illustrate this problem.

t2

t1

t3

t4

p5

p4p1

p2

p3

p6p7

t5

Fig. 1. The TWMG model N considered in Examples 1, 2, 3, and 4.

Example 1. Consider the TWMG model N in Fig. 1. The cycle time of the model with different initial markings

M0 was computed by simulation. The obtained values and the corresponding CPU time are given in Table I. The

results show that the computational cost of the simulation technique can grow with the cardinality of the state

space. �

TABLE I

CYCLE TIME OF THE NET IN FIG. 1 BY SIMULATION.

Initial marking M0 Cycle time CPU time [s]

(2, 2, 6, 0, 0, 0, 1)T 31 0.9

(12, 3, 12, 2, 4, 1, 1)T 27 4.9

(12, 13, 12, 2, 4, 1, 1)T 27 80.6

by transformation

(12, 13, 12, 2, 4, 1, 1)T 27 2.2

In this paper, we adopt the approach proposed in [7] to transform a TWMG system ⟨N,M⟩ into an equivalent
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TMG system ⟨N̂ ,M̂⟩ with n̂ places and m̂ transitions whose cycle time can be rather easily computed by solving

an LP as shown in [5]. The computational complexity of the transformation is pseudo-polynomial on the net structure

(polynomial on |x|, where x is the minimal T-semiflow).

Example 2. Consider again the TWMG model N in Fig. 1 whose minimal T-semiflow is x=(3, 2, 1, 2, 1)T .

The equivalent intra transition sequential systems of t1, t2, t3, t4, and t5, are {t11, q11 , t21, q21 , t31, q31}, {t12, q12 , t22, q22},

{t13, q13}, {t14, q14 , t24, q24}, {t15, q15}, the equivalent places of p1, p2, p3, p4, p5, p6, and p7 are N̂(p1) = {p11, p21}, N̂(p2) =

{p12}, N̂(p3) = {p13, p23}, N̂(p4) = {p14, p24}, N̂(p5) = {p15}, N̂(p6) = {p16}, N̂(p7) = {p17}, and the initial marking

of the equivalent TMG system is M̂0 = (0, 0, 0, 1, 0, 0, 0, 0, 0, 1, 0, 0, 1, 0, 1, 1, 0 , 1, 1)T .

The cycle time of the TWMG for different initial markings M0 computed by transformation are presented in

the second column of Table I. Note that the cycle time is obtained by solving the LP (4) which we will discuss

in Section IV-A for the equivalent TMGs. The table shows that the computational cost of this approach does not

depend on the number of states, which is the main advantage over the simulation technique. �

III. PROBLEM STATEMENT

The marking optimization of a TWMG considered in this paper can be formulated as follows.

min f(M0) = yT ·M0

s.t. χ(M0) ≤ b,
(2)

where

• χ(M0) is the cycle time of the TWMG system ⟨N,M0⟩,

• y = (y1, . . . , yn)
T is a non-negative weight vector that represents the cost of the resources, and

• b ∈ R+ represents the upper bound on the cycle time which is known, where R+ denotes the set of positive

real numbers1

Note that the P-semiflow y in Eq. (2) is chosen as the weighted sum of all minimal P-semiflows, i.e.,

y =
∑
γ∈Γ

λγ · yγ , (3)

where yγ represents the minimal P-semiflow corresponding to circuit γ and λγ represents the cost of the resources

modeled by tokens in the support of yγ [13].

IV. MARKING OPTIMIZATION OF TWMGS: AN EFFICIENT HEURISTIC APPROACH

In this section, we develop a heuristic approach to deal with the marking optimization of TWMGs, which

significantly improves the efficiency of the method proposed in [13]. An integer linear programming (ILP) (ILP

(11) in [13]) was adopted to compute a live initial marking M0 which has a small weighted sum (for the sake of

simplicity, the details are omitted in this paper). Then, we develop an analytical method to compute the critical

1As stated in [13], the problem has a solution iff b ≥ max{xi ·δi, ti ∈ T}, where xi is the component of minimal T-semiflow corresponding

to transition ti and δi is the fixed delay time of transition ti.
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circuit of the TWMG net which avoids enumerating all the elementary circuits and their corresponding cycle time.

Next, one single place in the critical circuit is selected to add tokens. This procedure is repeated until the cycle

time of the system is smaller than or equal to its upper bound.

A. Identify the critical circuit of a TWMG

In this paper, we adopt an ILP to evaluate the cycle time of a TWMG and present an analytical approach to

determine the critical circuit to which tokens must be added. Starting with a live initial marking M0, we convert

the TWMG system ⟨N,M0⟩ into an equivalent TMG system ⟨N̂ ,M̂0⟩ according to the approach in [7]. The cycle

time of the equivalent TMG system can be easily computed as follows.

Theorem 1: (Campos et al. [5]) The cycle time of a TMG system ⟨N̂ ,M̂0⟩ can be computed by solving the

following LP:
χ(M̂0) = max α̂T

γ · ˆPre · δ̂

s.t.


α̂T

γ · Ĉ = 0, (a)

α̂T
γ · M̂0 = 1, (b)

α̂γ ≥ 0, (c)

(4)

where δ̂ ∈ Rm̂×1 is the firing delay vector. The three constraints in (4) enforce the vector of decision variable

α̂γ ∈ Rn̂×1 to be a P-semiflow that represents characteristic vector of the places along the slowest circuit. �
We denote the set of critical places of the TMG system and the TWMG system by P̂c and Pc, respectively. In

the following proposition and remark, we show how to compute the critical circuit of a TWMG.

Proposition 1: Let ⟨N̂ ,M̂0⟩ be a TMG system equivalent to a TWMG system ⟨N,M0⟩ according to the approach

in [7], and α̂γ be the vector computed by solving LP (4). Then, the set of critical places of the TWMG system

⟨N,M0⟩ can be computed by

Pc = {pi|α̂γ(p
j
i ) > 0, i = 1, . . . , n, j = 1, . . . , ni }. (5)

Proof: According to constraint (a) in Eq. (4), α̂γ is also a P-semiflow of the equivalent TMG (but for a scalar

factor). As the TMGs and TWMGs considered in this paper are strongly connected nets, a P-semiflow corresponds

to a circuit of the net. Thus, the support of α̂γ represents the set of critical places of the TMG system ⟨N̂ ,M̂0⟩,

i.e.,

P̂c = {p|α̂γ(p) > 0}. (6)

It has been proved in [7] that both the PN language and the the critical time of the two systems are identical,

i.e., the critical circuit γ̂c of the TMG system preserves the timing information of the critical circuit γc (elementary

or not) of the TWMG system and χγ̂c
(M̂0) = χγc

(M0).

According to the approach in [7], places pji (i = 1, . . . , n, j = 1, . . . , ni) of the TMG are equivalent to place

pi ∈ P of the TWMG and places q′s that belong to the intra transition sequential systems are generated by
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transformation of transitions of the TWMG. Thus, the set of critical places of the TWMG system ⟨N,M0⟩ can be

computed by Eq. (5). �
Remark 1: The critical circuit γc that corresponds to the set of critical places Pc is unique due to the fact that

each place of the net has only one input arc and only one output arc. �
Example 3. Let us consider the TWMG model N depicted in Fig. 1 with an initial marking M0 = (2, 2, 6, 0, 0, 0, 1)T .

It consists of three elementary circuits: γ1 = {p1, t1, p3, t4, p4, t2}, γ2 = {p2, t1, p3, t4, p5, t3}, and γ3 = {p6, t5, p7, t3}.

By solving LP (4) for the equivalent TMG system ⟨N̂ ,M̂0⟩, we obtain the cycle time χ(M̂0) = 31 and

α̂γ = (1, 0, 1, 1, 1, 1, 0, 1, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0)T . The critical circuit of the TMG system is

γ̂c = {p11, t11, q11 , t21, p23, t24, p15, t13, p12, t31, p13, t14, p14, t12}.

According to Proposition 1, we have Pc = {p1, p2, p3, p4, p5}. Obviously, the critical circuit of the TWMG system

is

γc = γ1 ∪ γ2 = {p1, t1, p3, t4, p4, t2, p2, t1, p3, t4, p5, t3}.

From Table II, one can easily find that the cycle time of γ3 is the maximal one among all elementary circuits,

i.e., γ3 is the slowest elementary circuit. Nevertheless, in this example the critical circuit γc is composed of γ1 and

γ2. �

TABLE II

CYCLE TIME OF THE NET AND EACH ELEMENTARY CIRCUIT.

M0 χ(M0) χγ1 (M0) χγ2 (M0) χγ3 (M0)

(2, 2, 6, 0, 0, 0, 1)T 31 29 27 30

B. Select a place to add tokens

In our previous work [13], after selecting an initial marking M0, we added tokens to some elementary circuits

as follows:

1) If there exists any elementary circuit γ whose cycle time is greater than b, i.e., χγ(M0) > b, then tokens

will be added to all of them.

2) If χ(M0) > b and there does not exist elementary circuit γ that has cycle time greater than b, then tokens

will be added to the elementary circuits whose cycle time is the maximal one.

However, we find that the method proposed in [13] may add redundant (additional) tokens, as shown in the following

example.

Example 4. Let us consider again the TWMG model N depicted in Fig. 1 with an initial marking M0 =

(2, 2, 6, 0, 0, 0, 1)T and we assume that the upper bound on the cycle time is b = 30.
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According to the method proposed in [13], tokens will be firstly added to the elementary circuit γ3 instead of the

critical circuit γc which is composed of γ1 and γ2. Obviously, the cycle time of the system does not decrease since

it is not constrained by γ3. In fact, to decrease the cycle time of the system to the desired value b, it is sufficient

to add two tokens to place p2. Thus, tokens added to γ3 are redundant. �
In this paper, we add tokens to the critical circuit γc that constrains the cycle time of the system. One place

which uses the minimal cost of resources of the critical circuit γc is selected, i.e.,

min
p∈γc

gcdp · yp (7)

where gcdp is the greatest common divisor of the input arc weight and the output arc weight of place p and

y = (y1, . . . , yn) is a weighted vector as defined in Eq. (3).

Combining the methods proposed in Sections IV-A and IV-B, we can improve the heuristic method in [13] as

follows.

Algorithm 1 An improved heuristic marking optimization approach
1: Input: A TWMG N , a cycle time upper bound b, and a P-semiflow y.

2: Output: An initial marking M0 such that χ(M0) ≤ b.

3: Compute a live initial marking M0.

4: Compute the cycle time χ(M0) and the critical circuit γc by Proposition 1.

5: while χ(M0) > b do

6: Find the critical circuit γc according to Proposition 1;

7: Compute a place p according to Eq. (7);

8: M0(p) := M0(p) + gcdp;

9: Update χ(M0).

10: end while

11: Return M0.

Proposition 2: The output of Algorithm 1 can provide a suboptimal solution of the marking optimization problem

as defined in Eq. (2).

Proof: Step 3 of Algorithm 1 guarantees that the heuristic approach starts with an initial marking M0 whose cycle

time is finite. During the heuristic greedy process (while loop in Steps 4-11), the critical circuit is searched and

tokens will be iteratively added.

For an arbitrary iteration step i, let γc,i be the critical circuit in the i-th iteration. After adding gcdp tokens to

place p that belongs to γc,i, we obtain a new initial marking M0,i+1 and identify its critical circuit γc,i+1, there

exist three possible situations:

S1): χ(M0,i+1) < χ(M0,i);

In such a case, the cycle time of net has decreased.

S2): χ(M0,i+1) = χ(M0,i) and γc,i+1 = γc,i;
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In such a case, the cycle time of the net and the critical circuit remain the same. However, in a finite step k

(k > i) when we put enough tokens to the critical circuit γc,i, the cycle time of γc,i+1 will eventually decrease and

we have a new critical circuit γc,k. If the cycle time of the net does not decrease, then it goes to S3.

S3): χ(M0,k) = χ(M0,i) and γc,k ̸= γc,i;

In such a case, there exits more than one critical circuit associated to M0,i. However, due to the fact that the

TWMG considered has a finite number of circuits, all the critical circuits associated to M0,i will ultimately be

non-critical by adding enough tokens. Then, it goes to S1.

As a conclusion, Algorithm 1 guarantees that an initial marking M0 whose cycle time is smaller than or equal

to the desired value b can be ultimately obtained, which provides a feasible solution for the marking optimization

problem as defined in Eq. (2). �
We conclude this section with a brief discussion on the complexity of the proposed approach. The complexity

of the algorithm in [7] to obtain the cycle time of a TWMG is polynomial with respect to the minimal T-semiflow,

i.e., O(|x|), and the complexity of the developed algorithm to find the critical circuit γc is polynomial with respect

to the number of places of the equivalent TMG, i.e., O(|n̂|). At each iteration step of Algorithm 1, a place p ∈ γc

is selected to add at least one token. To ensure the liveness of the TWMG, the initial marking obtained by using

ILP (11) in [13] should contain at least one token. Under single server semantics, a marking Mf which contains

enough tokens for each places is feasible for problem (2), where

Mf = xp• · Pre(p, p•), ∀p ∈ P.

Hence, Algorithm 1 terminates after at most
∑
p∈P

Mf (p)− 1 iterations.

V. EXPERIMENTAL RESULTS

In this section, the heuristic approach proposed in Section IV is applied to a real manufacturing system that is

a hydraulic torque converter assembly line. Then, the comparison with the previous approaches are discussed in

Section V-B.

A. Application to a real manufacturing system

In this subsection, we illustrate the developed method by studying a hydraulic torque converter assembly line in

a car component manufacturing plant in Xi’an, China. The hydraulic torque converter (denoted by P0) is assembled

by four different types of products (denoted by P1, . . . ,P4) that are pump wheel, turbine, guide wheel, and cover

wheel. The system consists of 17 different types of machines. After the hydraulic torque converter is assembled,

it is unloaded by an automated guided vehicle (AGV). The production processes of these products are shown in

Table III. Note that the turbine (P2) is also assembled by two different parts that are denoted by P2,1 and P2,2.

The TWMG model of the assembly line is shown in Fig. 2 and consists of 41 places and 25 transitions. The

total number of elementary circuits is 109, which is composed of three different types of elementary circuits:
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Fig. 2. The TWMG model of the hydraulic torque converter assembly line.

TABLE III

THE PRODUCTION PROCESS OF THE HYDRAULIC TORQUE CONVERTER ASSEMBLY LINE.

Products Production process

Pump wheel (P1) M1(15) → M2(25) → M3(37) → M4(9)

→ M5(25) → M6(32)

P2,1: M1(18) → M7(26) → M3(25) → M8(11)

→ M10(38) → M11(17) → M12(12)

Turbine (P2)

P2,2: M3(22) → M9(42) → M6(29)

→ M10(38) → M11(17) → M12(12)

Guide wheel (P3) M1(10) → M4(16) → M13(19)

Cover wheel (P4) M14(38) → M4(20) → M15(30) → M6(29)

Hydraulic torque converter (P0) M16(48) → M17(10)

1) First is the process circuit γpr which models the manufacturing process. For instance, circuit {p1, t1, p2,

t2, p3, t3, p4, t4, p5, t5, p6, t6, p7, t24, p29, t25} is a process circuit which represents the manufacturing process

of the pump wheel P1. This type of circuits represents the physical part of the system, and the tokens

belonging to these circuits represent pallets for products.

2) Second is the command circuit γcom which represents the control strategy of the system. One command

circuit is associated with each machine to ensure that they are cyclically used in both processes and each

command circuit is a TMG. For instance, circuit {p30, t1, p31, t7, p32, t17} is a command circuit. To prevent

two transitions corresponding to the same machine fire simultaneously, each command circuit contains only
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one token.

3) Third is the mixed circuit γmix which consists of both the command circuits and the process circuits. For

instance, circuit {p8, t7, p32, t17, p21, t18, p22, t19, p23, t24, p29, t25} is a mixed one.

The raw material of each production line is assumed to be sufficient and the problem is to optimize the total cost

of the pallet due to the inventory, i.e., the semi-processed pieces that are contained in system. Tokens belonging to

the command circuits represent the logic control of the system and do not have a cost. Therefore, the P-semiflow

used in the objective function is selected as y =
∑

yγpr .

TABLE IV

SIMULATION RESULTS OF THE HYDRAULIC TORQUE CONVERTER ASSEMBLY LINE.

Iteration Selected

step M0 χ(M0) b |Pc| place

8p1 + 4p8 + 4p13 + 4p20 + 6p24

0 +p30 + p33 + p36 + p39 673 336 17 p2

...
...

...
...

...
...

8p1 + 5p8 + 5p13 + 5p20 + 6p24

+p30 + p33 + p36 + p39 + 3p2

10 +2p4 + p5 + p9 336 336 3

f(M0) 36

CPU time [s] 133

For the application of Algorithm 1, MATLAB has been used with software package Gurobi [30]. A live initial

marking is first computed which can be expressed as M0 = 8p1+4p8+4p13+4p20+6p24+p30+p33+p36+p39,

i.e., eight tokens in p1, four tokens in each of p8, p13, and p20, six tokens in p24, and one token in each of p30,

p33, p36, and p39. The cycle time of this marking is χ(M0) = 673 which is greater than the upper bound on the

cycle time b = 336.

Note that we cannot select places that belong to the command circuits to add tokens. After ten iteration steps,

an initial marking is obtain whose cycle time is equal to the upper bound b as shown in Table IV.

B. Comparison with previous approaches

In [13] and [14], the authors resorted to simulation for computing the cycle time of TWMGs. In order to select

a place which has redundant (unused) tokens that can be removed without any influence on the cycle time, the

method presented in [14] needs to simulate the system until the estimation of the cycle time of each transition

converges to a preassigned precision. He et al. [13] compute the cycle time of TWMGs by simulating the system

until its dynamic behavior enters a cycle, i.e., the current state of the system is identical with a previous one. In

order to find all the critical circuits, the proposed approach needs to compute the cycle time for every elementary

circuit whose computational cost can grow exponentially with respect to the net size.
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To better compare the efficiency of the proposed approach in this paper with the approaches developed in [13]

and [14], we test some cases taken from the literature. Cases 1 and 2 are taken from [14] and [27], respectively,

Case 3 is a flexible manufacturing system studied in [10], and Case 4 is the hydraulic torque converter assembly

line depicted in Fig. 2 in Section V-A. For the application of Algorithm 1, MATLAB has been used with Gurobi,

and the simulation based methods in [13] and [14] are implemented by MATLAB with the PN tool HYPENS

[28] on a computer with i7 processor 3.60 GHz and 8 GB memory. In Table V, we show the number of places

TABLE V

A COMPARISON BETWEEN THE APPROACH OF SAUER [14], HE et. al [13], AND THE APPROACH PROPOSED IN THIS PAPER.

Sauer [14]

Nb. of Iteration CPU Objective

Case |P | |T | circuits steps time [s] function

1 5 4 2 17 12 28

2 9 6 4 65 175 32

3 24 12 42 85 610 307

4 41 25 109 o.o.t. o.o.t. o.o.t.

He et. al [13]

Nb. of Iteration CPU Objective

Case |P | |T | circuits steps time [s] function

1 5 4 2 2 7 28

2 9 6 4 2 27 32

3 24 12 42 3 (7) 265 (329) 337 (307)

4 41 25 109 o.o.t. o.o.t. o.o.t.

Proposed approach

Nb. of Iteration CPU Objective

Case |P | |T | circuits steps time [s] function

1 5 4 2 2 6 28

2 9 6 4 2 10 32

3 24 12 42 3 (5) 19 (51) 311 (307)

4 41 25 109 11 (17) 133 (639) 36 (30)

and transitions, the number of circuits, the number of iteration steps, the CPU time, and the value of obtained

objective function for each case. Note that “o.o.t” (out of time) means that the solution cannot be found within

a reasonable time. For Cases 1 and 2, all the approaches can provide optimal solutions. For Case 3, the obtained

objective function of the approach in [13] and our approach are worse than that of Sauer. Nevertheless, the obtained

solution can be further improved by employing Sauer’s method, i.e., when stoping adding tokens to the system, we

can adopt the approach of Sauer to remove tokens if possible. As one can see the results in parenthesis in Table

V, by combining Sauer’s approach, the obtained objective functions of the approach in [13] and our approach are

decreased.

From the experimental results, we can conclude that the proposed approach greatly improves the efficiency of

our previous method [13] by taking the advantage of LP technique to avoid enumerating all the elementary circuits
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and their corresponding cycle times. However, when comparing our results with previous methods in [13] and

[14], it must be pointed out that all of these approaches are based on heuristic strategy. Therefore, the optimal

solution cannot be guaranteed. To the best of our knowledge, there does not exist an optimal method for marking

optimization of TWMGs. In addition, the lower bound estimation of the cost of resources to reach a desired cycle

time is still an open issue.

VI. CONCLUSION

In this paper, we develop practically efficient method for marking optimization of deterministic TWMGs, which

consists in finding an initial resource assignment to minimize the cost of resources under a given requirement on

the cycle time. The proposed heuristic approach makes intensive use of LP technique to find the critical circuit

and avoids enumerating all the elementary circuits and their corresponding cycle time. As a consequence, the most

burdensome part of the approach in [13] can be removed which significantly reduces the computational cost. The

method presented in this paper is applicable to the infinite server case by using the results of [25]. Our future work

focuses on the generalization to a larger class of models, such as timed weighted marked graphs with choices or

nets with monitor places.
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