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Abstract

Timed marked graphs, a special class of Petri nets, are extensively used to model and analyze cyclic manufacturing

systems. Weighted marked graphs are convenient to model automated production systems such as robotic work cells

or embedded systems and reduce the size of the model. The main problem for designers is to find a trade-off between

minimizing the cost of the resources and maximizing the system’s throughput (also called cycle time). It is possible to

apply analytical techniques for the cycle time optimization problem of such systems. The problem consists in finding

an initial marking to minimize the cycle time (i.e., maximize the throughput) while the weighted sum of tokens in

places is less than or equal to a given value. We transform a weighted marked graph into several equivalent marked

graphs and formulate a mixed integer linear programming model to solve this problem. Moreover, several techniques

are proposed to reduce the complexity of the proposed method. We show that the proposed method can always find

an optimal solution.
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I. INTRODUCTION

Petri nets (PNs) have found their extensive applications to the supervisory control [1], [2], [13], [14], scheduling

[11], and analysis [5], [9] of discrete event systems including flexible manufacturing systems. In real-world systems,

activities do not take place instantaneously. Every activity in a system has a time duration which is different from

zero. Timed PNs are well known as efficient tools for modeling discrete event systems and representing their

dynamic behaviors. In this paper, we study a particular class of timed PNs called timed weighted marked graphs

(TWMGs). The main feature of this class of nets is that each place has only one input and one output transition

and arcs have a positive integer weight. Moreover, the firing delay of each transition is deterministic.

Timed weighted marked graphs and timed marked graphs (TMGs) find wide applications in manufacturing. They

can model complex assemble lines and solve cyclic scheduling problems. Workshop operations and products are

usually modeled by transitions and tokens, respectively. Between two successive transformations, semi-finished

products have to be stored or moved from a workshop to another. The amount of products, also called Work In

Process (WIP), that have to be stored or moved may have economical consequences. Therefore, the main problem

for designers is to find a proper schedule of WIP that allows the system to reach a given productivity while the

amount of WIP is the smallest.

Some results have been developed for this class of PNs. For instance, Teruel et al. [3] and Chrzastowski-Wachtel

and Raczunas [4] proposed several techniques for the analysis of WMGs. Campos et al. [6] developed methods to

compute the cycle time of TMGs for a given initial marking. Munier [7] proposed a method to transform a WMG

into an MG under single server semantics hypothesis and Nakamura and Silva [8] discussed the same problem

under infinite server semantics hypothesis. Benabid-Najjar et al. [10] studied the periodic schedules of bounded

TWMGs and presented polynomial algorithms to check the existence of periodic schedules. Giua et al. [12] dealt

with the firing rate optimization of cyclic timed event graphs by token allocations and proposed a mixed integer

linear programming problem (ILPP) to compute an optimal solution.

Other approaches based on the so-called tropical algebras, such as (max, +) or (min,+), have been widely used

to describe the behavior and analyse the performance of TWMGs [15]–[19]. The weights on the arcs of a TWMG

correspond to non-linear models in tropical algebra. Thus, a linearization method was proposed in [20] when each

elementary circuit contains at least one unitary transition (i.e., a transition for which its corresponding elementary

T-semiflow component is equal to one). This method increases the number of transitions. Inspired by this work,

some linearization methods without increasing the number of transitions were proposed in [21], [22]. The obtained

(min,+) linear model allows to evaluate the performance of the model.

However, in the literature, few works deal with the optimization problem of TWMGs. Benazouz et al. [28]

developed an algorithm to minimize the overall buffer capacities with throughput constraint for TWMGs. Sauer [29]

proposed a heuristic solution based on an iterative process to solve the marking optimization problem of TWMGs.

The marking optimization problem of TWMGs consists in reaching a desired cycle time while minimizing a linear

combination of markings in places. He et al. [30], [31] presented a novel heuristic method to deal with the marking
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optimization problem which was shown to be more effective than that of Sauer [29]. Nevertheless, the presented

solutions are heuristic and the optimality is not ensured. Thus, the problem of finding an optimal solution for

marking optimization of TWMGs is still open.

In this paper, we study the cycle time optimization problem of a TWMG, an issue that to the best of our

knowledge has not been addressed in the literature. The problem consists in finding an initial marking to minimize

the cycle time while the weighted sum of tokens in places is less than or equal to a given value. This problem has

a practical relevance in many applications. As an example, for a manufacturing system operated with a periodic

scheduling the cycle time is the inverse of the throughput. Thus if the cycle time is minimized, the throughput is

maximized. In addition, in a PN model of a manufacturing system, tokens in the net represent resources allocated

to it such as machines, transportation devices, buffer slots, etc. Thus a bound on the weighted sum of tokens in the

net describes a limited availability of resources or equivalently a limited budget to acquire them. We transform a

TWMG into several equivalent TMGs and formulate a mixed ILPP solution following the approach of Giua et al.

[12] to compute a proper initial marking. The conversion of the obtained marking for the equivalent TMG into a

corresponding marking of the TWMG is presented. Moreover, several measures are taken to improve the algorithm

to reduce the computation cost. We show that the proposed method can always find an optimal solution.

The resource optimization problem based on PNs has been extensively studied in the literature. For instance,

Wang and Zeng [23] studied a time PN model of workflows constrained by resources. They proposed a method

to verify the risks and found the best implementation case by assuming that all required resources have been

prepared well before the start of the activity. Hee et al. [24] and Li and Reveliotis [25] presented some methods to

compute optimal resource allocation in stochastic PNs. Chen et al. [26] developed a new PN model called resource

assignment PN to compute the time needed to execute each project under the described scenarios. Rodriguez et

al. [27] proposed a heuristic method to solve the resources optimization problem for process systems with shared

resources under the assumption that the considered PNs are live. By contrast to the aforementioned works, we are

interested in resource optimization for TWMGs which are conflict free nets, i.e., there exist no shared resources.

Moreover, the TWMGs are not initially assumed to be live, i.e., we need to find a live resources assignment policy

which maximizes the throughput of the system.

The main contributions of the present paper can be summarized as follows:

(1) Periodicity of transformation of TWMGs into TMGs is formalized and the initial marking of a TWMG is

partitioned into several subsets with regard to the periodicity.

(2) Transformation of the cycle time optimization problem of TWMGs into the cycle time optimization problem

of TMGs is developed.

(3) A mixed ILPP combined with the results reported in [12] is presented to deal with the cycle time optimization

problem of TWMGs. We show that the proposed method can always find an optimal solution.

(4) Some techniques are introduced in Section V-A to reduce the computational burden of computing the solution.

(5) A more general cycle time optimization problem is discussed to maximize the throughput and minimize the

cost of the resources.
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(6) Experimental studies are reported in Section VI to validate the efficiency of the proposed approaches.

Some of these results were presented in a preliminary form in [32]. In this extended manuscript, detailed proofs

of Propositions 2, 5, 6, 7 and Property 1 are given. Moreover, the proposed algorithms are formalized and items

(4)–(6) of the main contributions are originally presented.

This paper is structured as follows. In the following section, we briefly recall some basic concepts and the main

properties of TWMGs. In Section III, we present the problem statement. In Section IV, we propose an analytical

method for the cycle time optimization problem based on the work in [12]. Several measures are taken to improve

the algorithm to reduce the computation cost in Section V-A. Moreover, we study a more general optimization

problem. Some experimental results are presented in Section VI. Conclusions and future work are finally drawn in

Section VII.

II. BACKGROUND

A. Generalities

We assume that the reader is familiar with the structure, firing rules, and basic properties of PNs (see [3], [33], and

[34]). In this section, we will recall the formalism used in this paper. A PN is a structure N = (P, T,Pre,Post),

where P is a set of n places; T is a set of m transitions; Pre : P × T → N and Post : P × T → N are the pre-

and post-incidence functions that specify the arcs; C = Post−Pre is the incidence matrix, where N is a set of

non-negative integers.

A vector x = (x1, x2, . . . , xm)T ∈ N|T | such that x ̸= 0 and C · x = 0 is a T-semiflow. A vector y =

(y1, y2, . . . , yn)
T ∈ N|P | such that y ̸= 0 and yT · C = 0 is a P-semiflow. The supports of a T-semiflow and a

P-semiflow are defined by ∥x∥={ti ∈ T |xi > 0} and ∥y∥={pi ∈ P |yi > 0}, respectively. A minimal T-semiflow 1

(resp. P-semiflow) is a T-semiflow ∥x∥ (resp. P-semiflow ∥y∥) whose support is not a superset of the support of

any other T-semiflow (resp. P-semiflow), and whose components are mutually prime.

A marking is a vector M : P → N that assigns to each place of a PN a non-negative integer number of tokens;

we denote the marking of place p as M(p). A PN system or net system ⟨N,M0⟩ is a net N with an initial marking

M0. A transition t is enabled at M if M ≥ Pre(·, t) and an enabled transition t may fire yielding a new marking

M ′ with

M ′ = M +C(·, t) (1)

where Pre(·, t) (resp. C(·, t)) denotes the column of the matrix Pre (resp. C) associated with transition t.

Marking M ′′ is said to be reachable from M if there exist a sequence of transitions σ = t0t1 . . . tn and markings

M1,M2, . . ., and Mn such that M [t0⟩M1[t1⟩M2 . . .Mn[tn⟩M ′′ holds. The set of markings reachable from M0

in ⟨N,M0⟩ is called the reachability set of the PN system ⟨N,M0⟩ and denoted by R(N,M0).

A PN is said to be ordinary when all its arc weights are 1’s. A marked graph (also called an event graph) is an

ordinary PN such that each place has only one input transition and one output transition. A weighted marked graph

1This is also called a minimal and minimal support semiflow in some references. For the sake of simplicity, we call it a minimal semiflow.
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(also called a weighted event graph) is a net such that each place has only one input transition and one output

transition but may not be ordinary, i.e., the weight associated with each arc is a positive integer number.

A deterministic timed PN is a pair Nδ = (N, δ), where N = (P, T, Pre, Post) is a PN net, and δ : T → Q+,

called firing delay, assigns a non-negative rational firing duration to each transition. It is easy to see that without

loss of generality we can equivalently represent any rational time durations in a given net by natural numbers.

Therefore, in the rest of this paper, we assume the domain of every firing delay function to be N. A transition with

a firing delay equal to 0 is said to be immediate. A clock θi(t) associated with transition t represents the residual

time to fire t at marking Mi. If a transition t is not enabled at marking Mi, it is usually assumed that θi(t) = +∞.

We denote the clock vector θi = (θi(t1), θi(t2), . . . , θi(tm)).

We denote the state of a TWMG as [M ; θ]. Thus the evolution of a deterministic TWMG will be described by

the marking Mi, the clock vector θi and the time instant τi at which marking Mi is reached (for i = 1, 2, . . . , n).

We initialize τ0 = 0 for the initial marking M0.

When a transition t becomes enabled, it cannot fire before the time δ(t) has elapsed. Under the as soon as

possible (ASAP) execution policy, a transition t will fire exactly after it has been enabled for a time δ(t). In this

paper, we deal with TWMGs: they are conflict-free nets, and thus the firing of a transition t does not disable any

other transition [34]. In the ASAP execution, from state [Mi;θi] all transitions that have a minimal value of the

clock can be fired simultaneously after a time ϕi = mint∈T θi(t) and the TWMG reaches a new state [Mi+1;θi+1].

The marking will change as shown in Eq. (1) and the clock will be updated by the following equations:

θ0(t) =

δ(t), if M0[t⟩

+∞, if ¬M0[t⟩
(2)

θi(t) =



δ(t), if ¬Mi−1[t⟩ and Mi[t⟩

or t fired at Mi−1 and Mi[t⟩

+∞, if ¬Mi[t⟩

θi−1(t)− ϕi−1, otherwise

(3)

where ¬M [t⟩ means that t is not enabled at marking M . In this paper, we consider a single server semantics, i.e.,

we assume that each transition can fire only once at each time instant even if its enabling degree is greater than

one (see [29]).

A net is strongly connected if there exists a directed path from any node in P ∪ T to every other node. Let us

define an elementary circuit γ (or elementary cycle) of a net as a directed path that goes from one node back to

the same node without passing twice on the same node. In a strongly connected net, it is easy to show that each

node belongs to an elementary circuit, and thus the name cyclic nets is also used to denote this class.

Given a place p of a WMG, let tin(p) (resp., tout(p)) be its unique input (resp., output) transition as shown in

Fig. 1. We denote w(p) = Post(p, tin(p)) the weight of its input arc and v(p) = Pre(p, tout(p)) the weight of its

output arc. We denote gcdp the greatest common divisor of the integers w(p) and v(p).
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p !in p
t

 !w p  !p 
 !out p

t

Fig. 1. A place p between two transitions tin(p) and tout(p).

Definition 1: Every elementary circuit γ of a WMG is neutral, if the following condition holds.∏
p∈γ

v(p)

w(p)
= 1.

⋄

In other words, in a neutral circuit the product of the weights of all pre-arcs is equal to that of all post-arcs.

This means that if the circuit initially contains enough tokens, it is possible to fire all transitions along the path

returning to the same initial marking. It is well known that a WMG whose circuits are all neutral has a unique

minimal T-semiflow x and it contains all transitions in its support [3].

Proposition 1: (Benabid-Najjar et al. [10]) A strongly connected WMG in which all circuits are neutral is

bounded, i.e., there exists an integer B such that the marking of any place p is not greater than B at any reachable

marking. ⋄

In this paper, we limit our study to strongly connected WMGs in which all circuits are neutral.

B. Cycle time of a TWMG

The cycle time χ(M0) of a TWMG system ⟨N,M0⟩ is the average time to fire once the minimal T-semiflow

under the ASAP operational model. For deterministic TWMGs, the following limit exists:

lim
τ→∞

σ⃗τ

τ
= σ⃗∗ < ∞⃗,

where the vector σ⃗τ represents the firing vector from time 0 to time τ and the constant vector σ⃗∗ is called the limit

firing vector. We denote σ⃗∗(ti) the average number of firing ti per time unit.

Definition 2: Let ti ∈ T be an arbitrary transition of a TWMG ⟨N,M0⟩ with the minimal T-semiflow x. The

cycle time of the TWMG is

χ(M0) =
xi

σ⃗∗(ti)
.

⋄

Note that the value of the cycle time does not depend on the considered transition. In [35], [36], [37], the authors

proved that the ASAP execution of a live and strongly connected TMG with integer delays is ultimately repetitive

following a periodical pattern of period Ψ. In the case of TWMGs, the ASAP execution is also ultimately periodic.

The number of firings of transition ti within the periodical pattern is fi. The cycle time of the TWMG ⟨N,M0⟩

is thus equal to

χ(M0) = xi ·
Ψ

fi
. (4)
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From [6] and [38], a lower bound for the cycle time of a live and bounded TWMG system can be computed

analytically by solving an LPP. Chao et al. [39] proposed a method to compute the cycle time of a TWMG but

under restrictive conditions at initial marking. In the general case, one may resort to simulation to compute the

cycle time of a TWMG: as an example in [30] we used the PN tool HYPENS [40].

C. Transformation of WMGs

One way to analytically compute the cycle time of a TWMG is to convert it into an equivalent TMG. In fact,

Munier [7] showed that a TWMG system ⟨N,M⟩ can be transformed into an equivalent TMG system ⟨N̂ ,M̂⟩

which describes the same precedence constraints on the firing of transitions. This implies that the cycle time2 of

the two systems is identical, i.e.,

χ(M) = χ̂(M̂).

This equivalent TMG system depends on the initial marking M and the minimal T-semiflow x of the TWMG.

Since it is necessary for us to use this transformation method, we present it in Algorithm 1. All notations in the

algorithm are from previous definitions and xout(pi) in Eq. (6) (resp. xin(pi) in Eq. (8)) represents the elementary

T-semiflow component corresponding to transition tout(pi) (resp. tin(pi)).

Note that Eqs. (6) and (8) admit only one solution (as, bs and cs, ds) for each value of s.

The structure of the equivalent TMG (i.e., the arcs connecting places and transitions) depends on the marking

M of the TWMG. However, this dependence is periodic as shown in the following proposition.

Proposition 2: Consider a TWMG N with minimal T-semiflow x = (x1, x2, . . . , xm)T and two possible initial

markings M1 and M2. Let ⟨N̂1,M̂1⟩ (resp., ⟨N̂2,M̂2⟩) be the equivalent TMG obtained by Algorithm 1 with input

⟨N,M1⟩ (resp., ⟨N,M2⟩).

If for a place pi ∈ P

M2(pi) = M1(pi) + ξ · v(pi) · xout(pi) with ξ ∈ N,

then the structure corresponding to pi in N̂1 and N̂2 is the same and the markings of the transformed places psi

corresponding to pi in Eqs. (7) and (9) satisfy

M̂2(p
s
i ) = M̂1(p

s
i ) + ξ. (10)

⋄

Proof. Since M1(pi) + xin(pi) · w(pi) − xout(pi) · v(pi) = M1(pi), we have xin(pi) · w(pi) = xout(pi) · v(pi). If

w(pi) > v(pi), xin(pi) < xout(pi) and s = 1, . . . , xin(pi), for marking M1(pi) of place pi, it holds that:as · xout(pi) + bs =
⌊
M1(pi)+w(pi)·(s−1)

v(pi)

⌋
+ 1,

bs ∈ {1, . . . , xout(pi)}, as ∈ N,

2In the following, we will denote by χ(M) the cycle time of a TWMG system ⟨N,M⟩ and by χ̂(M̂) the cycle time of the equivalent

TMG system ⟨N̂,M̂⟩.
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Algorithm 1: Transformation from a TWMG to a TMG
Input: A TWMG system ⟨N,M⟩.

Output: An equivalent TMG system ⟨N̂ ,M̂⟩ such that χ(M) = χ̂(M̂).

1: Compute the minimal T-semiflow x = (x1, . . . , xm)T of net N .

2: (Transformation of transitions). Replace each transition ti ∈ T by xi transitions, t1i , t2i , . . ., txi
i , with the same

firing delay of ti. These transitions are connected by an elementary circuit with all weights equal to 1. Add

xi places q1i , q2i , . . ., qxi
i , where qai , a = 1, . . . , xi − 1, is a place connecting transition tai to transition ta+1

i

and qxi
i is a place connecting transition txi

i to t1i . Only place qxi
i contains one token and the other places are

empty, i.e., M̂(qai ) = 0, ∀i = 1, . . . ,m, ∀a = 1, . . . , xi − 1,

M̂(qxi
i ) = 1, ∀i = 1, . . . ,m,

(5)

Thus there exist m mono-marked circuits that are called intra transition sequential systems. They do not

depend on the initial marking.

3: (Transformation of places: case 1). Replace each place pi ∈ P such that w(pi) > v(pi) by ni = xin(pi)

places psi , where for s = 1, . . . , ni:
as · xout(pi) + bs =

⌊
M(pi)+w(pi)·(s−1)

v(pi)

⌋
+ 1,

bs ∈ {1, . . . , xout(pi)},

as ∈ N.

(6)

Place psi connects transition tsin(pi)
to transition tbsout(pi)

and contains as tokens, i.e.,

M̂(psi ) = as. (7)

4: (Transformation of places: case 2). Replace each place pi ∈ P such that w(pi) ≤ v(pi) by ni = xout(pi)

places psi , where for s = 1, . . . , ni:
cs · xin(pi) + ds =

⌈
s·v(pi)−M(pi)

w(pi)

⌉
,

ds ∈ {1, . . . , xin(pi)},

cs ∈ Z≤0.

(8)

Place psi connects transition tds

in(pi)
to transition tsout(pi)

and contains −cs tokens, i.e.,

M̂(psi ) = −cs. (9)
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and for marking M2(pi) of place pi,

a′s · xout(pi) + b′s =⌊
M1(pi)+ξ·xout(pi)

·v(pi)+w(pi)·(s−1)

v(pi)

⌋
+ 1,

b′s ∈ {1, . . . , xout(pi)},

a′s ∈ N,

a′s · xout(pi) + b′s =

⌊
M1(pi) + w(pi) · (s− 1)

v(pi)

⌋
+ ξ · xout(pi) + 1,

then

a′s · xout(pi) + b′s = (as + ξ) · xout(pi) + bs,

and a′s = as + ξ,

b′s = bs,

(11)

If w(pi) ≤ v(pi), xin(pi) ≥ xout(pi) and k = 1, . . . , xout(pi), we can obtain the following equationc′s = cs − ξ,

d′s = ds,

(12)

where as and −cs represent the number of tokens in equivalent places and bs and ds represent the structure (input

arc or output arc) of equivalent places. According to Eqs. (11) and (12), it follows that the equivalent structures of

M1(pi) and M2(pi) are identical while

M̂2(p
s
i ) = M̂1(p

s
i ) + ξ. �

The previous result implies that the structure corresponding to place pi in the equivalent TMG is periodic with

regard to M(pi) and the period ϕi is equal to v(pi) · xout(pi) (or equivalently w(pi) · xin(pi)).

The size of the equivalent TMG is3 O(|x|1). More precisely the number of transitions is m̂ = |x|1 and that of

places is n̂ =
n∑

i=1

ni + |x|1 which is less than or equal to 2|x|1. Theoretically |x|1 can grow exponentially with

respect to the net size. However, one finds that in practical examples, this is a quite reasonable number.

Example 1. We give an example in Fig. 2 and explain the process of transformation by assuming that the initial

marking is M0 = (0, 0, 4)T .

Transformation of transitions: The minimal T-semiflow in Fig. 2 is x = (1, 2, 1)T . Then the transitions t1, t2 and

t3 are replaced by one transition, two transitions and one transition, respectively. Moreover, places q’s to connect

these transitions are added. The nets drawn by dotted lines in Fig. 3 correspond to the intra transition sequential

systems.

3Here |x|1 denotes the 1-norm of T-semiflow x.
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Transformation of places: Since place p1 satisfies the condition w(p1) > v(p1), it is replaced by place p11

according to Algorithm 1. We compute a1 and b1 to determine the marking and structure of place p11. Places p2 and

p3 satisfy the condition w(pi) ≤ v(pi) (i = 2, 3), and then places p2 and p3 are replaced by p12 and p13, respectively.

Markings and structures of p12 and p13 are computed by Eq. (8). ⋄

3p

1(3)t 2(2)t

3(4)t

2p

1p

Fig. 2. TWMG of Example 1.

Fig. 3 shows the equivalent TMG with the initial marking M = (0, 0, 4)T . There are totally four transitions

and seven places. From Proposition 2, we can compute the period of each place ϕ1 = 2, ϕ2 = 2 and ϕ3 = 4.

For the marking M ′ = (2ξ1, 2ξ2, 4ξ3)
T , one can easily check that the structure of the equivalent TMG is identical

to that of the net shown in Fig. 3 while the markings of equivalent places are M̂ ′(p11) = ξ1, M̂ ′(p12) = ξ2 and

M̂ ′(p13) = ξ3.

1

1q

2

2q
1

2q

1

3q

1

2(2)t

1(3)t

1

1p

1

2p

1

3p

2

2 (4)t
3(2)t

Fig. 3. TMG equivalent to the TWMG in Fig. 2 for initial marking M0 = (0, 0, 4)T .

III. PROBLEM STATEMENT

In this paper, the cycle time optimization problem of a TWMG is considered. We aim to find an initial marking

M such that the weighted sum of tokens in places is less than or equal to a given value. Among all feasible

solutions, we look for those that minimize the cycle time, i.e., maximize the throughput.
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We consider a non-negative cost vector y ∈ N|P | that is a P-semiflow since the value of yT ·M at every reachable

marking M ′ ∈ R(N,M) is an invariant. In particular, if Γ denotes the set of elementary circuits of the net, we

can write the cost vector y as the weighted sum of all minimal P-semiflows, i.e.,

y =
∑
γ∈Γ

λγ · yγ , (13)

where yγ denotes the minimal P-semiflow of circuit γ and λγ represents the cost of the resources modeled by

tokens in the support of yγ .

Problem 1: Let N be a TWMG with a set of the elementary circuits Γ and y ∈ N|P | be a non-negative cost

vector as defined in Eq. (13). Given a positive real number R that represents the upper bound on the cost of

available resources, we look for an initial marking M which minimizes the cycle time χ(M):

min χ(M)

s.t.

yT ·M ≤ R.

(14)

⋄

IV. CYCLE TIME OPTIMIZATION FOR TWMGS: A MIXED ILPP SOLUTION

We propose here a mixed ILPP to solve the cycle time optimization problem for TWMGs. We first give some

conditions under which the optimization problem admits a finite solution. Then, we show the general idea on

which our approach is based. Some techniques are introduced in Subsection IV-C to reduce the equivalent TMGs

structures. Finally, we formulate the proposed approach in Subsection IV-D.

A. Existence of a finite solution

Let us first recall some basic results regarding the liveness of TWMGs.

Proposition 3: (Teruel et al. [3]) A TWMG is live iff each elementary circuit is live.

For a TWMG, the complexity of checking liveness and determining the minimal number of tokens that ensures

the liveness remains open. Some sufficient conditions ensuring liveness are proposed in [3], [41], and [42]. Teruel

et al. [3] proposed a sufficient condition for the liveness of a weighted circuit γ. Let us preliminarily define the

greatest dead marking of circuit γ as MD
γ = (v(p1)−1, v(p2)−1, . . . , v(pn)−1)T (recall that v(pi) is the weight

of the output arc of place pi).

Proposition 4: (Teruel et al. [3]) Let γ be a weighted circuit with greatest dead marking MD
γ and yγ be its

minimal P-semiflow. The weighted circuit γ is live at marking M ∈ N|P |, if it holds

yT
γ ·M > yT

γ ·MD
γ .

⋄

Based on the previous results, we now present a sufficient condition concerning the existence of a finite solution

to the considered optimization problem.

11



Proposition 5: Let M be the initial marking of a TWMG, y =
∑
γ∈Γ

λγ ·yγ be a cost vector as defined in Eq. (13),

MD
γ be the greatest dead marking of circuit γ, and R be a positive real number that represents the upper bound

on the cost of available resources. Problem 1 as defined in Eq. (14) has a finite solution if R ≥ R∗, where R∗ is

a positive real number such that:

R∗ = min yT ·M ,

s.t.

yT
γ ·M > yT

γ ·MD
γ (∀γ ∈ Γ).

⋄

Proof. If for any γ ∈ Γ, yT
γ ·M > yT

γ ·MD holds, we conclude that each circuit of the TWMG is live according

to Proposition 4. Then, the TWMG is necessarily live according to Proposition 3 and its cycle time will be finite.

�
Sauer [29] proved that the lower bound of the cycle time is

χ′ = max{xi · δi, ti ∈ T}, (15)

where x is the minimal T-semiflow.

B. General idea

Giua et al. [12] proved that for a TMG the solution4 of Problem 1 can be computed by solving the following

mixed ILPP:
max β

s.t.C ·α− Pre · δ · β +M ≥ 0

yT ·M ≤ R

(16)

with variables M ∈ Nn, β ∈ R+ and α ∈ Rm. It provides the optimal solution M and the corresponding maximal

throughput β (i.e., the inverse of cycle time 1/χ(M)), and α has no obvious physical meaning.

For TWMGs one way to find the optimal solution of Problem 1 is to enumerate all possible equivalent TMGs

and solve a mixed ILPP (16) for each of them to find a marking which has the maximal throughput. However,

there are two main problems.

• The number of TMG structures equivalent to a TWMG may be very large. This issue is addressed in Section

IV-C.

• We have to add in Eq. (16) a series of constraints to ensure the marking M̂ that we find for a given net

structure N̂ is consistent with the marking M of the original TWMG. We discuss this issue in Section IV-D.

4The mixed ILPP in Eq. (16) provides a solution under infinite server semantics while here we consider single server. However, the equivalent

TMGs constructed by Algorithm 1 are such that the enabling degree of transitions is at most equal to one: this means that their behavior is the

same under both infinite and single server semantics.

12



C. Reduction of equivalent TMG structures

According to Proposition 2, for each place pi ∈ P of a TWMG system ⟨N,M⟩, the structure corresponding to

place pi in the equivalent TMG is periodic with respect to M(pi) and the period is ϕi. Thus, we should compute

the equivalent structures for initial marking M(pi) = 0, 1, . . . , ϕi − 1.

We note that the set of possible markings of place pi can be partitioned into ϕi subsets such that
ϕi−1∪
ki=0

Mki
pi

=N, where {ki + ξ · ϕi|ξ ∈ N} = Mki
pi
, (17)

and all makings of pi in the same partition Mki
pi

correspond to the same equivalent structure.

For each place pi ∈ P , we define Ni = {0, . . . , ϕi−1}. Then the set of markings of a TWMG can be partitioned

into several subsets ∪
(k1,...,kn)∈N1×···×Nn

Mk1
p1

×Mk2
p2

× . . .×Mkn
pn

= Nn. (18)

For each vector k = (k1, . . . , kn) ∈ N1 × · · · × Nn corresponding to partition Mk1
p1

×Mk2
p2

× . . . ×Mkn
pn

, the

equivalent TMGs for all markings in this partition are the same. The total number of such structures (i.e., partitions)

is

Φ =
∏
pi∈P

ϕi. (19)

Note that the number of equivalent structures given by Eq. (19) is usually large. We look for more efficient

solutions that only require to consider a subset of these structures (i.e., partitions). To reach this goal, the following

result is useful.

Lemma 1: (Marchetti and Munier [41]) For a WMG, the initial marking M(pi) of any place pi can be replaced

by M⋆(pi) =
⌊
M(pi)
gcdpi

⌋
· gcdpi tokens without any influence on the precedence constraints induced by pi. ⋄

In fact, if M(pi) is not a multiple of gcdpi , there will always be M(pi)−M⋆(pi) tokens remaining in place pi

that will never be used in the firing of the output transition of place pi. As a result, we can deduce that the cycle

time at M0 and M⋆
0 are the same.

Let us see the example in Fig. 2. We assume the initial marking M0 = (0, 0, 11)T .

M⋆
0 (p3) =

⌊
M0(p3)

gcdp3

⌋
· gcdp3 =

⌊
11

4

⌋
· 4 = 8

Then M⋆
0 = (0, 0, 8)T and we can check that the equivalent TMGs of M0 and M⋆

0 are the same, which implies

that the cycle times of system ⟨N,M0⟩ and system ⟨N,M⋆
0 ⟩ are identical, i.e., χ(M0) = χ(M⋆

0 ).

From Lemma 1, when looking for an optimal solution for Problem 1, we may restrict our analysis to the markings

that belong to a restricted number of partitions where the token content of each place pi is a multiple of gcdpi .

Hence the number of meaningful subsets in Eq. (17) can be reduced as follows:
ϕi

gcdpi
−1∪

ki=0

M̄ki
pi

⊆ N,

M̄ki
pi

= {ki · gcdpi + ξ · ϕi|ξ ∈ N}.

(20)
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We define N̄i = {0, . . . , ϕi

gcdpi
− 1} and the set of markings of a TWMG in Eq. (18) can be redefined as

Mopt =
∪

(k1,...,kn)∈N ′
1×···×N ′

n

M̄k1
p1

× M̄k2
p2

× . . .× M̄kn
pn

⊆ Nn (21)

where the number of partitions is reduced to

Φ′ =
∏
pi∈P

ϕi

gcdpi

. (22)

In the following, for the sake of simplicity, we rename the partitions defined in Eq. (21) and write

Mopt =
Φ′∪
j=1

Mj (23)

where

Mj = M̄kj,1
p1

× M̄kj,2
p2

× . . .× M̄kj,n
pn

(24)

i.e., partition j is characterized by the n-tuple (kj,1, . . . , kj,n).

Let us see the example in Fig. 2. We have gcdp1 = 1, gcdp2 = 1, gcdp3 = 4, ϕ1 = 2, ϕ2 = 2, and ϕ3 = 4.

The number of partitions is Φ = 16, while the number of meaningful partitions is Φ′ = 4, which is significantly

smaller.

D. The mixed ILPP solution for TWMGs

We now show how it is possible to solve Problem 1 by assuming that the unknown initial marking M of the

TWMG belongs to a generic partition Mj shown in Eq. (24).

In this case, due to the special equivalent structure of a marking M ∈ Mj in Eq. (20), Problem 1 can be

rewritten as
min χ(M)

s.t.
yT ·M ≤ R,

M(pi) = kj,i · gcdpi + ξj,i · ϕi, ∀pi ∈ P,

ξj,i ∈ N,

We define the vector ξj = (ξj,1, ..., ξj,n)
T and for each place pi with an initial marking

M(pi) = kj,i · gcdpi , kj,i = 0, . . . ,
ϕi

gcdpi

− 1, (25)

we compute

• the equivalent structure of place pi, i.e., places p1i , . . . , p
ni
i ,

• the initial markings correspond to Eq. (25), i.e., M̂(p1i ) = µj(p
1
i ), . . . , M̂(pni

i ) = µj(p
ni
i ).

Thus for each partition Mj given in Eq. (24), we can compute the equivalent net structure N̂j , incidence matrix

Ĉj and pre-incidence ˆPrej .
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Proposition 6: For each partition Mj in Eq. (24), we consider the following mixed ILPP

max βj

s.t.

Ĉj · α̂j − ˆPrej · δ̂j · βj + M̂j ≥ 0, (a)

yT ·Mj ≤ R, (b)

Mj(pi) = kj,i · gcdpi + ξj,i · ϕi, ∀pi ∈ P, (c)

M̂j(p
s
i ) = µj(p

s
i ) + ξj,i, s = 1, . . . , ni, (d)

M̂j(q
a
i ) = 0, ∀i = 1, . . . ,m, ∀a = 1, . . . , xi − 1, (e)

M̂j(q
xi
i ) = 1, ∀i = 1, . . . ,m, (f)

ξj,i ∈ N, (g)

(26)

with variables5 βj ∈ R≥0, Mj ∈ Nn, M̂j ∈ Nn̂, α̂j ∈ Rm̂, and ξj ∈ Nn. Let (β∗
j ,M

∗
j ,M̂

∗
j , α̂

∗
j , ξ

∗
j ) be an optimal

solution of Eq. (26). Thus M∗
j is also an optimal solution of Problem 1 restricted to partition Mj . ⋄

Proof. The constraint (a) adopted from Eq. (16) can provide an optimal solution if Ĉj , ˆPrej and δ̂j are given.

The constraint (b) specifies that the weighted sum of tokens in places cannot exceed the upper bound of the number

of available resources, and the constraint (c) specifies that feasible markings should be restricted to partition Mj .

As shown in Eqs. (5) and (10), the marking M̂j of the equivalent TMG should be consistent with the marking

Mj of the TWMG; this is ensured by constraints (d), (e) and (f).

In [12] the authors proved that the mixed ILPP can obtain an optimal solution for the cycle time optimization

problem. Thus, (β∗
j ,M

∗
j ,M̂

∗
j , α̂

∗
j , ξ

∗
j ) is an optimal solution of Problem 1 resticted to partition Mj . �

Note that the mixed ILPP in Eq. (26) has |x|1 + n+ 1 variables and at most 6|x|1 + n+ 1 constrains, where n

denotes the number of places of a TWMG.

Property 1: Any marking M that produces a cycle time χ(M) = χ′ as defined in Eq. (15) and satisfies

yT ·M ≤ R is an optimal solution. ⋄

Proof. According to Eq. (15), once we obtain a marking M which has the cycle time χ(M) = χ′, no more

reduction can be obtained no matter how many resources we increase. Obviously, the throughput is maximal and

M is an optimal initial marking. �
We can summarize the proposed procedure in Algorithm 2.

Proposition 7: The output of Algorithm 2 provides an optimal solution of Problem 1.

Proof. It is obvious that if we solve Eq. (26) for each partition, among all the optimal solutions, we can obtain the

maximal throughput

β = max
j=1,...,Φ′

β∗
j ,

and the corresponding marking M . The global optimal solutions of Problem 1 are M and χ(M) = 1/β. �

5Recall that n̂ (resp. m̂) is the number of places (resp. transitions) of the equivalent TMG.

15



Algorithm 2: A mixed ILPP method for the cycle time optimization of a TWMG
htbp

Input: A cyclic TWMG N , an upper bound R of its weighted sum of tokens and a P-semiflow y.

Output: An optimal initial marking M with throughput β such that the weighted sum of tokens satisfies

yT ·M ≤ R.

1. Compute the meaningful partitions of each place in Eq. (20).

2. Compute the partitions Mopt of initial marking in Eq. (21).

3. j := 1, β′ := 1/χ′, and β := 0.

4. while j ≤ Φ′ & β < β′ do
Transform the TWMG system ⟨Nj ,Mj⟩ into the equivalent TMG system ⟨N̂j ,M̂j⟩ as shown in

Algorithm 1;

Compute an optimal marking M∗
j and the corresponding throughput β∗

j for ⟨N̂j ,M̂j⟩ as in Eq. (26);

if β∗
j > β then
β := β∗

j ;

M := M∗
j ;

j := j + 1;
5. Output an optimal initial marking M and the corresponding throughput β.

The mechanism of Algorithm 2 can be explained by Fig. 4. From a theoretical point of view, we should compute

n
M N

i

M M M MM

Fig. 4. Mechanism of Algorithm 2.

the solutions for all Φ′ partitions. However, in practical if we find a marking M whose cycle time converges to the

lower bound, there is no need to do more computations. According to Property 1, we can conclude that marking

M is an optimal solution.

Example 2. Let us consider the TWMG in Fig. 5. The minimal T-semiflows is x = (1, 3, 1, 1)T , while the

minimal P-semiflows are y1 = (1, 0, 6, 1, 0)T and y2 = (0, 2, 2, 0, 1)T . Therefore, we choose the P-semiflow y =
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y1 + y2 = (1, 2, 8, 1, 1)T . We have ϕ1 = 6, ϕ2 = 1, ϕ3 = 1, ϕ4 = 6, ϕ5 = 2, gcdp1 = 2, gcdp2 = 1, gcdp3 = 1,

gcdp4 = 2, and gcdp5 = 2. The number of variables is equal to 12 and the number of constrains is equal to 28.

The markings of the TWMG are partitioned into Φ′ = 9 subsets.

M1 = (6ξ1,1, ξ1,2, ξ1,3, 6ξ1,4, 2ξ1,5)
T

M2 = (2 + 6ξ2,1, ξ2,2, ξ2,3, 6ξ2,4, 2ξ2,5)
T

M3 = (4 + 6ξ3,1, ξ3,2, ξ3,3, 6ξ3,4, 2ξ3,5)
T

M4 = (6ξ4,1, ξ4,2, ξ4,3, 2 + 6ξ4,4, 2ξ4,5)
T

M5 = (6ξ5,1, ξ5,2, ξ5,3, 4 + 6ξ5,4, 2ξ5,5)
T

M6 = (2 + 6ξ6,1, ξ6,2, ξ6,3, 2 + 6ξ6,4, 2ξ6,5)
T

M7 = (2 + 6ξ7,1, ξ7,2, ξ7,3, 4 + 6ξ7,4, 2ξ7,5)
T

M8 = (4 + 6ξ8,1, ξ8,2, ξ8,3, 2 + 6ξ8,4, 2ξ8,5)
T

M9 = (4 + 6ξ9,1, ξ9,2, ξ9,3, 4 + 6ξ9,4, 2ξ9,5)
T

1p
2 (4)t

3(5)t

4 (3)t
1(7)t

2p

3p

5p

4p

Fig. 5. TWMG of Example 2.

Let R = 20 be the available cost of resources and problems of the form (26) can be immediately formulated for

each partition Mi (i = 1, . . . , 9). In the following equation, we will show the mixed ILPP for partition M1.
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maxβ1

s.t.

Ĉ1 · α̂1 − ˆPre1 · δ̂1 · β1 + M̂1 ≥ 0, (a)

yT ·M1 ≤ 20, (b)

M1(p1) = 6ξ1,1, M1(p2) = ξ1,2, M1(p3) = ξ1,3,

M1(p4) = 6ξ1,4, M1(p5) = 2ξ1,5, (c)

M̂1(p
1
1) = ξ1,1, M̂1(p

1
2) = ξ1,2, M̂1(p

1
3) = ξ1,3,

M̂1(p
1
4) = ξ1,4, M̂1(p

1
5) = ξ1,5, (d)

M̂1(q
1
2) = 0, M̂1(q

2
2) = 0, (e)

M̂1(q
1
1) = 1, M̂1(q

3
2) = 1, M̂1(q

1
3) = 1, M̂1(q

1
4) = 1, (f)

ξ1,i ∈ N, i = 1, ..., 5. (g)

(27)

TABLE I

OPTIMAL SOLUTION OF EXAMPLE 2.

M1 β χ(M1) χ′ yT ·M1 R

(6, 1, 1, 0, 0)T 0.083 12 12 16 20

1

2 (4)t

3

2
(4)t

2

2
(4)t

1(7)t

1
p

3
p

2
p

3(5)t

4 (3)t

5
p

4p

1

2
q

1

1
q

1

4
q

1

3
q

3

2
q

Fig. 6. Equivalent TMG for initial marking M = (6, 1, 1, 0, 0)T .

The solutions of Eq. (27) are β1 = 0.083 and M1 = (6, 1, 1, 0, 0)T and the equivalent TMG is depicted in Fig.
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6. We can observe from Table I that the cycle time χ(M1) is equal to the lower bound χ′. According to Property

1, this solution is also globally optimal. ⋄

V. EXTENSION OF THE BASIC APPROACH

The aim of this section is to further improve the basic approach presented in Section IV by reducing the

computation complexity of Algorithm 2 and by considering a slightly more general cycle time optimization problem.

We first prove that the number of equivalent TMG structures to be analysed can be further reduced by exploring

the net structure. Then, we discuss the more general optimization problem.

A. Further reduction of equivalent TMG structures

In this subsection, we will study the possibility to further reduce the number of equivalent TMG structures in

Eq. (22). Firstly, we give an example in Fig. 7 to illustrate the main idea.

As one can see, the periods of places p1 and p2 are ϕ1 = 6 and ϕ2 = 6, respectively. Thus, the number

of equivalent TMG structures is Φ′ = 36. However, if the number of tokens in place p1 satisfies the condition

M(p1) ≥ 2, we can always fire t2 as many times as possible. Then, we can restrict our attention to partitions

satisfying M(p1) < 2, i.e., M(p1) = 0 or M(p1) = 1. As a result, to find the optimal solution, we need only study

12 equivalent TMG structures rather than 36. In the following, some propositions are given to reduce the partition

as much as possible.

Fig. 7. An illustrative example to further reduce the equivalent structures.

Proposition 8: Let N be a TWMG consisting of only one circuit and described by the following sequence:

p1
v(p1)−−−→ t1

w(p2)−−−→ p2
v(p2)−−−→ · · · v(pn)−−−→ tn

w(p1)−−−→ p1. The number of partitions can be reduced to

Φ′′ =
ϕn

gcdpn

×
n−1∏
i=1

v(pi)

gcdpi

. (28)

⋄

Proof. For any live marking M , we fire at M the transition t1 as many times as we can. Next we fire t2 as many

times as we can, and so on, until we fire the transition tn−1 leaving on the place pn the maximal number of tokens

that can be put without firing tn.

Then, we obtain a new marking M ′ such that the number of tokens in each place is M ′(pi) < v(pi) (i =

1, . . . , n− 1), i.e.,

M ′(pi) ∈ {0, gcdpi , . . . , v(pi)− gcdpi}, i = 1, . . . , n− 1, (29)
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and M ′(pn) ∈ N.

As a consequence, the number of equivalent TMG structures can be reduced to Eq. (28). By comparing Eq. (28)

with Eq. (22), we can conclude that Φ′′ ≤ Φ′ is true due to v(pi) ≤ ϕi = v(pi) · xout(pi). �
Now we will discuss how to reduce the partitions of a TWMG which consists of more than one single circuit.

In the following, these notations are used.

• T ∗: the set of transitions of N which have only one input place.

• P ∗: the set of pre-places of T ∗.

Proposition 9: Let N be a TWMG with n places and m transitions. The number of partitions of N in Eq. (22)

can be reduced to

Φ′′′ =
∏

pj∈P\P∗

ϕj

gcdpj

×
∏

pi∈P∗

v(pi)

gcdpi

. (30)

⋄

Proof. Let place pi belong to P ∗ and transition tout(pi) be the output transition of pi. Thus, pi is the decisive place

of transition t, i.e., the firing of tout(pi) is only decided by pi. We fire tout(pi) as many times as possible and the

final marking of place pi will satisfy the condition M(pi) < v(pi). The number of meaningful subsets in Eq. (20)

will be
v(pi)

gcdpi
−1∪

ki=0

M̄ki
pi

⊆ N, ∀pi ∈ P ∗

M̄ki
pi

= ki · gcdpi .

(31)

�
As a result, the number of partitions to be considered when searching for an optimal solution is reduced from

Φ′ in Eq. (22) to Φ′′′ in Eq. (30).

B. A more general optimization problem

In many cases, it may be useful to introduce an additional criterion for Problem 1 so as to select, among all the

solutions that provide the same optimal value of cycle time χ(M), those that also minimize the total weighted sum

of tokens in the net. This problem has practical significance: under a given upper bound on the resources we aim

to maximize the throughput and achieve this goal with a minimal cost.

Problem 2: Let N be a TWMG and y ∈ N|P | be a cost vector as defined in Eq. (13). Given a positive real

number R that represents the upper bound on the cost of available resources and a small positive number w ∈ R+,

we look for an initial marking M which satisfies the following condition:

min χ(M) + w · yT ·M

s.t.

yT ·M ≤ R

⋄
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Note that w ∈ R+ should be sufficiently small so as to maintain the minimization of χ(M) as the prior requirement.

By substituting the objective function in Eq. (26) with the following function:

max βj − w · yT ·Mj , (32)

the optimal solution of Problem 2 can be found. Note that to solve Problem 2, we need to compute all the local

optimal solutions and compare both the throughput and the cost of resources.

VI. EXPERIMENTAL RESULTS

In this section, two types of experimental results are provided. Firstly, we test the proposed approach on a model

of flexible manufacturing system (FMS) taken from the literature [29]. Second, a series of randomly generated nets

are explored and the numerical results are given in Subsection VI-B. For the application of Algorithm 2, MATLAB

has been used with the mixed ILPP toolbox YALMIP [43] on a Windows operating system with Pentium Dual-Core

CPU 3.0 GHz and 2 GB memory.

A. Optimization of a flexible manufacturing system

The TWMG model of an FMS [29] is shown in Fig. 8. This system is composed of three machines U1, U2 and

U3. The manufacturing system is cyclic and can manufacture two products, denoted by R1 and R2. The production

mix is 60% and 40% for R1 and R2, respectively. The production processes of these products are:

3 3

2

7p

6p

8p

9p

2
4p

5p

4 (1)t

5(2)t

10p13p

2 2

3 3
9t

8t

7t 6t

11p12p

3p

1(1)t 2(3)t 2p1p 3(2)t

Fig. 8. The TWMG model of a flexible manufacturing system.

R1 : (U1, U2, U3)

R2 : (U2, U1)
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In this model, there are three types of elementary circuits:

• Process circuits: Model the manufacturing process. The tokens belonging to these circuits represent transporta-

tion resources.

• Command circuits: Model the control of the system. One command circuit is associated with each machine U1

and U2 to specify that they are cyclically used in both processes.

• Mixed circuits: These circuits are partially composed of parts of the command circuits and parts of the process

circuits.

The PN model in Fig. 8 is a strongly connected TWMG with n = |P | = 13 and m = |T | = 9. There are six

elementary circuits : 

γ1 = p1t2p2t3p3t1

γ2 = p4t5p5t4

γ3 = p10t8p11t4p12t9p13t2

γ4 = p6t6p7t5p8t7p9t1

γ5 = p2t3p3t1p6t6p7t5p5t4p12t9p13t2

γ6 = p10t8p11t4p4t5p8t7p9t1p1t2

where γ1 and γ2 are process circuits, γ3 and γ4 are command circuits, and γ5 and γ6 are mixed circuits.

The command circuits that model the control of the system must prevent two transitions corresponding to the same

machine from being fired simultaneously. Then, for the command circuit γ3 in Fig. 8, we assume that M(p10) = 0,

M(p11) = 0, M(p12) = 0, and M(p13) = 3 and this command circuit cannot be allocated tokens any more.

The number of tokens in process circuits γ1 and γ2 represents that of available pallets for products, i.e., work in

process. Thus, the cost of the resources in these circuits are the main economic consumption of the FMS. Tokens

belonging to command circuits γ3 and γ4 represent information. We have λ1 = 10, λ2 = 10, λ3 = 1, λ4 = 1,

λ5 = 1, and λ6 = 1.

The P-semiflow is y =
∑

γ∈Γ λγ · yγ = (12, 12, 12, 13, 13, 4, 6, 6, 4, 4, 6, 6, 4)T and the minimal T-semiflow is

x=(3, 3, 3, 2, 2, 1, 1, 1, 1)T . We have ϕ1 = 3, ϕ2 = 3, ϕ3 = 3, ϕ4 = 2, ϕ5 = 2, ϕ6 = 3, ϕ7 = 2, ϕ8 = 2, ϕ9 = 3,

ϕ10 = 3, ϕ11 = 2, ϕ12 = 2, ϕ13 = 3, gcdpi = 1 (i = 1, . . . , 13) and P ∗ = {p2, p6, p8, p10, p12}. Let us consider

the following optimization problem:

min χ(M) + w · yT ·M

s.t.
yT ·M ≤ 100

M(p13) = 3,

M(pi) = 0, i = 10, 11, 12

Now, the form represented by Eq. (26) can be immediately formulated. The number of variables is equal to 31
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and the number of constrains is equal to 90. The markings of the TWMG are partitioned into Φ′ = 3888 subsets.

According to Proposition 9 proposed in Section V-A, the number of partitions can be reduced to Φ′′′ = 1296.

We assume that the available money that can be used to purchase the resource is 100, i.e., R = 100 and

choose w = 10−8. By using Algorithm 2, we find an optimal solution M = (2, 0, 0, 1, 1, 0, 1, 1, 0, 0, 0, 0, 3)T and

χ(M) = 11 by considering the number of reduced partition Φ′′′. It implies that the actual usage of money is 74

and the cost of pallets is 50.

B. Test of random nets

In this subsection, we present some numerical results for Problems 1 and 2 in Table II. All the tested nets are

randomly generated under the assumption that each circuit has at least two places and at most six places and the

weight of each arc (resp. delay of each transition) is a random integer number picked up from the interval [1, 6]

(resp. [1, 10]). For each of them we initialize the available resource R to a positive number which is much bigger

than R∗. We mention that if R is a number that closes to R∗, the complexity of Problem 1 will be the same of

Problem 2. Using the number of reduced partitions Φ′′′, we obtain the optimal solutions for Problems 1 and 2. For

all the cases in Table II, we consider the cardinalities of P and T (net size), the number of partition Φ′, the number

of reduced partition Φ′′′, the throughput β, the cost of resources yT ·M , and the CPU time for Problems 1 and 2.

Note that “o.o.t” (out of time) in Table II means that the solution of net 6 for Problem 2 cannot be found within

48 hours.

As one can see, the solutions for Problem 1 can be obtained within a very short time. Once we compute an initial

marking which makes the system reach its upper bound of the throughput, the algorithm will stop. Nevertheless,

for Problem 2 which maximizes the throughput and minimizes the cost of resources, we need to explore all the

local optimal solutions and compare both the throughput and the cost of resources. Among all the solutions that

provide the same optimal value of throughput, we also want to reduce the cost of resources as much as possible.

As a consequence, the computational time will be significantly longer than that of Problem 1. When the net size

becomes larger, we cannot obtain a solution of Problem 2 within a reasonable time. However, the model represented

by a TWMG is much smaller than that generated with a TMG. In practical examples, the net size of a TWMG is

quite reasonable thanks to the weight.

VII. CONCLUSION

This paper deals with the cycle time optimization problem of deterministic TWMGs. The problem consists in

finding an initial marking to minimize the cycle time while the weighted sum of tokens in places is less than

or equal to a given value. To the best of our knowledge, this problem has not been addressed in the literature.

We transform a TWMG into several equivalent TMGs and formulate a mixed integer linear programming problem

solution from the study in [12] to compute an optimal initial marking. The conversion of the obtained marking

for the equivalent TMG to a marking associated with the TWMG is presented. Some techniques are introduced to
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TABLE II

COMPUTATION RESULTS FOR PROBLEMS 1 AND 2 IN TERMS OF DIFFERENT INPUT NETS.

Problem 1 Problem 2

Nb. of Nb. of Throughput Cost of resources CPU Throughput Cost of resources CPU

N |P | |T | partitions Φ′ reduced partitions Φ′′′ β yT ·M time β yT ·M time

1 5 4 128 32 0.0476 24 4s 0.0476 16 41s

2 8 7 4,608 384 0.0278 104 7s 0.0278 26 20 min

3 13 9 3,888 1,296 0.0909 212 15s 0.0909 74 1 h

4 17 14 73,728 1,536 0.0139 128 20s 0.0139 42 1.9h

5 27 22 10,077,696 20,736 0.025 134 30s 0.025 46 27h

6 35 29 5.4e+11 65,536 0.0069 196 42s o.o.t. o.o.t. o.o.t.

reduce the computational burden of computing the solution. It is shown that, in some cases, we do not need to

enumerate all the possible structures to find the optimal solution.

More general allocation problems have been studied in the second part of the paper: among all the solutions that

provide the same optimal value of throughput, we aim to obtain the one that also minimizes the cost of resources.

The proposed method can also guarantee the convergence to the optimum.

Future work will aim to reduce the computational cost of the cycle time optimization problem by considering a

subset of places. From a practical point of view, it may be interesting to put resources such as pallets and machines

in some specific places instead of taking all places into consideration. The second perspective of our work is to

study the cycle time optimization problem of TWMGs under infinite server semantics which is a more general case.
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[43] J. Löfberg. “A toolbox for modeling and optimization in MATLAB,” in Proc. IEEE Int. symp. Comput.-Aided Control Syst. Des., pp.

284–289, Taipei, Taiwan, 2004.

26


