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Abstract

In this paper we focus on labeled Petri nets with silent transitions that may either corre-

spond to fault events or to regular unobservable events. We address the problem of deriving

a procedure to determine if a given net system is diagnosable, i.e., the occurrence of a fault

event may be detected for sure after a �nite observation. The proposed procedure is based

on our previous results on the diagnosis of discrete event systems modeled with labeled Petri

nets, whose key notions are those of basis markings and minimal explanations, and is inspired

by the diagnosability approach for �nite state automata proposed by Sampath et al. in 1995.

In particular, we �rst give necessary and su�cient conditions for diagnosability. Then, we

present a method to test diagnosability that is based on the analysis of two graphs that

depend on the structure of the net, including the faults model, and the initial marking.

Note to Practitioners Fault diagnosis is a very important problem in several domains

of applications, such as manufacturing, telecommunication, electronics, and so on, since

after the occurrence of a fault the system usually deviates from its nominal behavior and

appropriate actions of recovery should be performed. As a consequence this problem has

been extensively studied in the past years both in the case of time-driven and discrete-event

systems, and several approaches have been proposed. A problem strictly related to fault

diagnosis is diagnosability. Solving a problem of diagnosability is equivalent to determine

if a system is diagnosable with respect to a given fault, i.e., to determine if, once the fault

has occurred, the system can detect its occurrence after a �nite observation of the system

evolution. Obviously, diagnosability is an essential property that must hold if a diagnosis

approach is to be applied in real life applications. This paper is devoted to diagnosability

analysis and a procedure based on labeled Petri nets is proposed.
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1 Introduction

Failure detection and isolation in industrial systems is a subject that has received a lot of attention
in the past few decades. In the discrete event systems (DES) framework two di�erent problems
can be addressed: diagnosis and diagnosability. Solving a diagnosis problem means associate
with each observed string of events a diagnosis state, such as �normal� or �faulty� or �uncertain�.
It is performed on-line based on the observed sequence. The problem of diagnosability consists in
determining a priori if a system is diagnosable, i.e., if it is possible to reconstruct the occurrence
of fault events observing words of �nite length, and it has been largely investigated in the
literature. The �rst results have been presented within the framework of automata [15, 19, 12, 14].
More recently a series of interesting contributions have been proposed using Petri nets (PNs)
[21, 11, 22, 23, 16, 13, 4, 6, 2].

In our previous papers [10, 8] we presented an approach for the diagnosis of PNs. Based on
such results, in this paper we provide a necessary and su�cient condition for diagnosability of
bounded PNs, namely PNs whose set of reachable markings is �nite. The proposed method, �rstly
introduced in the conference paper [9], is based on the construction of two labeled and oriented
graphs denoted respectively Modi�ed Basis Reachability Graph (MBRG) and Basis Reachability

Diagnoser (BRD), where the MBRG is a slight variation of the Basis Reachability Graph (BRG)
introduced in [8] for the diagnosis of bounded labeled PNs. Basically, the analysis consists
in determining if certain cycles exist in the BRD, and in the case of a positive answer, in
verifying if certain other conditions are satis�ed in the MBRG, thus establishing if such cycles
are indeterminate or not. The results relative to diagnosability are inspired by the diagnosability
approach for �nite state automata proposed by Sampath et al. [19], [20]. However, while in the
automata approach it is necessary to exhaustively enumerate the state space, our approach
requires the enumeration of a subset of the reachability set. The e�ectiveness of the proposed
procedure has been illustrated in [7], where we showed that especially in the presence of highly
concurrent systems the number of basis markings is always much smaller with respect to the
number of reachable markings (that increase exponentially with the size of the net).

Note that similar results have been derived independently and in parallel by Jiroveanu and
Boel in [3, 4]. A similar notion of minimal explanations to provide a compact representation of
the state space has been used in [3]. Under slightly di�erent assumptions on the unobservable
subnet, they presented an automaton called ROF that is the counterpart of our MBRG [4]. A
more detailed comparison is presented in Section 8. The main contribution of our paper with
respect to [4] consists in providing necessary and su�cient conditions for diagnosability based
on the BRD.
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2 Background on labeled Petri nets

In this section we recall the formalism used in the paper. For more details on PNs we refer to
[17].

A Place/Transition net (P/T net) is a structure N = (P, T, Pre, Post), where P is a set of m
places; T is a set of n transitions; Pre : P × T → N and Post : P × T → N are the pre� and
post� incidence functions that specify the arcs; C = Post− Pre is the incidence matrix.

A marking is a vector M : P → N that assigns to each place of a P/T net a nonnegative integer
number of tokens, represented by black dots. We denote M(p) the marking of place p. A P/T

system or net system ⟨N,M0⟩ is a net N with an initial marking M0. A transition t is enabled
at M if M ≥ Pre(· , t) and may �re yielding the marking M ′ = M +C(· , t). We write M [σ⟩ to
denote that the sequence of transitions σ = tj1 · · · tjk is enabled at M , and we write M [σ⟩ M ′

to denote that the �ring of σ yields M ′. We also write t ∈ σ to denote that a transition t is
contained in σ.

The set of all sequences that are enabled at the initial marking M0 is denoted L(N,M0), i.e.,
L(N,M0) = {σ ∈ T ∗ | M0[σ⟩}.

Given a sequence σ ∈ T ∗, we call π : T ∗ → Nn the function that associates with σ a vector
y ∈ Nn, named the �ring vector (or Parikh vector) of σ. In particular, y = π(σ) is such that
y(t) = k if the transition t is contained k times in σ.

A marking M is reachable in ⟨N,M0⟩ i� there exists a �ring sequence σ such that M0 [σ⟩ M .
The set of all markings reachable from M0 de�nes the reachability set of ⟨N,M0⟩ and is denoted
R(N,M0).

A PN having no directed circuits is called acyclic. For this subclass, it can be shown that the
state equation gives necessary and su�cient conditions for reachability [17].

A net system ⟨N,M0⟩ is bounded if there exists a positive constant k such that, forM ∈ R(N,M0),
M(p) ≤ k.

A labeling function L : T → L ∪ {ε} assigns to each transition t ∈ T either a symbol from a
given alphabet L or the empty string ε. We call labeled Petri net system the triple ⟨N,M0,L⟩.

We denote as Tu the set of transitions whose label is ε, i.e., Tu = {t ∈ T | L(t) = ε}. Transitions
in Tu are called unobservable or silent. We denote as To the set of transitions labeled with a
symbol in L. Transitions in To are called observable because when they �re their label can be
observed.

In the following we denote Cu (Co) the restriction of the incidence matrix to Tu (To) and denote
as nu and no, respectively, the cardinality of the above sets. Moreover, given a sequence σ ∈ T ∗,
Pu(σ) (Po(σ)) denotes the projection of σ over Tu (To). Given a language K ⊆ T ∗, we denote
K/σ the post-language of K after σ, i.e., K/σ = {σ′ ∈ T ∗ | σσ′ ∈ K}.
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Figure 1: The PN system considered in Example 2.2.

We denote as w the word of events associated with the sequence σ, i.e., w = L(σ).

De�nition 2.1 Let ⟨N,M0,L⟩ be a labeled net system, where N = (P, T, Pre, Post) and T =

To ∪ Tu. Let w ∈ L∗ be an observed word. We de�ne

S(w) = {σ ∈ L(N,M0) | L(σ) = w}

the set of �ring sequences consistent with w ∈ L∗. �

Example 2.2 Let us consider the labeled PN system in Fig. 1. Let us assume To = {t1, t2, t3, t4, t5, t6, t7}
and Tu = {ε8, ε9, ε10, ε11, ε12, ε13}, where for a better understanding unobservable transitions

have been denoted εi rather than ti. The labeling function is de�ned as follows: L(t1) = a,

L(t2) = L(t3) = b, L(t4) = L(t5) = c, L(t6) = L(t7) = d.

Let w = ab be the observed word. The set of �ring sequences that are consistent with w is

S(w) = {t1t2, t1t2ε8, t1t2ε8ε9, t1t2ε8ε9ε10, t1t2ε8ε11}. �

De�nition 2.3 Given a net N = (P, T, Pre, Post), and a subset T ′ ⊆ T of its transitions, we

de�ne the T ′−induced subnet of N as the new net N ′ = (P, T ′, P re′, Post′) where Pre′, Post′

are the restrictions of Pre, Post to T ′. The net N ′ can be thought as obtained from N removing

all transitions in T \ T ′. �

3 Preliminary results

In this paper we consider labeled PN systems where the structure of N is known as well as the
initial marking M0. The set of transitions is partitioned as T = To ∪ Tu, where To is the set
of observable transitions, and Tu is the set of unobservable transitions. Furthermore, the set of
unobservable transitions is partitioned into two subsets, namely Tu = Tf ∪Treg where Tf includes
all fault transitions, while Treg includes all transitions relative to unobservable but regular events.
Finally, the set Tf is further partitioned into r di�erent subsets T i

f , where i = 1, . . . , r, that model
the di�erent fault classes. The labeling function L : To → L may associate the same label to
di�erent transitions. In particular, two transitions t1, t2 ∈ To are called indistinguishable if they
share the same label, i.e., L(t1) = L(t2) = l ∈ L.
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We make the following assumption.

(A1) The Tu-induced subnet is acyclic.

This assumption is analogous to the classical hypothesis in the theory of automata where no
cycle of unobservable events can appear.

De�nition 3.1 Given a marking M and an observable transition t ∈ To, we de�ne

Σ(M, t) = {σ ∈ T ∗
u | M [σ⟩M ′, M ′ ≥ Pre(·, t)}

the set of explanations of t at M , and

Y (M, t) = π(Σ(M, t))

the e-vectors (or explanation vectors), i.e., �ring vectors associated with the explanations. �

De�nition 3.2 Given a marking M and a transition t ∈ To, we de�ne

Σmin(M, t) = {σ ∈ Σ(M, t) | @σ′ ∈ Σ(M, t) : π(σ′) � π(σ)}

the set of minimal explanations of t at M , and we de�ne

Ymin(M, t) = π(Σmin(M, t))

the corresponding set of minimal e-vectors. �

De�nition 3.3 Let ⟨N,M0,L⟩ be a labeled net system, where N = (P, T, Pre, Post) and T =

To ∪ Tu. Let w ∈ L∗ be a given observation. We de�ne

Ĵ (w) = { (σo, σu), σo ∈ T ∗
o , L(σo) = w, σu ∈ T ∗

u |
[∃σ ∈ S(w) : σo = Po(σ), σu = Pu(σ)]∧
[̸ ∃σ′ ∈ S(w) : σo = Po(σ

′), σ′
u = Pu(σ

′)∧
π(σ′

u) � π(σu)]}

the set of pairs (sequence σo ∈ T ∗
o with L(σo) = w, corresponding justi�cation of w). Moreover,

we de�ne

Ŷmin(M0, w) = {(σo, y), σo ∈ T ∗
o ,L(σo) = w, y ∈ Nnu |

∃(σo, σu) ∈ Ĵ (w) : π(σu) = y}

the set of pairs (sequence σo ∈ T ∗
o with L(σo) = w, corresponding j-vector). �

De�nition 3.4 Let ⟨N,M0,L⟩ be a labeled net system, where N = (P, T, Pre, Post) and T =

To ∪ Tu. Let w be a given observation and (σo, σu) ∈ Ĵ (w) be a generic pair (sequence of

observable transitions labeled w, corresponding minimal justi�cation). The marking

Mb = M0 + Cu · y + Co · y′, y = π(σu), y′ = π(σo),

i.e., the marking reached �ring σo interleaved with the minimal justi�cation σu, is called basis
marking and y is called its j-vector (or justi�cation-vector). �
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Example 3.5 Let us consider the labeled PN system in Fig. 1 previously introduced in Example

2.2. Let us assume w = ab. It is Ĵ (w) = {(t1t2, ε)}, Ŷmin(M0, w) = {(t1t2,0)} and the basis

marking is Mb = [0 0 1 0 0 0 0 1 0 0 0]T . �

De�nition 3.6 [8] A diagnoser is a function ∆ : L∗ × {T 1
f , T

2
f , . . . , T

r
f } → {0, 1, 2, 3} that

associates with each observation w ∈ L∗ and each fault class T i
f , i = 1, . . . , r, a diagnosis state.

• ∆(w, T i
f ) = 0 if for all σ ∈ S(w) and for all tf ∈ T i

f it holds tf ̸∈ σ.

• ∆(w, T i
f ) = 1 if:

(i) there exist σ ∈ S(w) and tf ∈ T i
f such that tf ∈ σ but

(ii) for all (σo, σu) ∈ Ĵ (w) and for all tf ∈ T i
f it holds that tf ̸∈ σu.

• ∆(w, T i
f ) = 2 if there exist (σo, σu), (σ

′
o, σ

′
u) ∈ Ĵ (w) such that

(i) there exists tf ∈ T i
f such that tf ∈ σu;

(ii) for all tf ∈ T i
f , tf ̸∈ σ′

u.

• ∆(w, T i
f ) = 3 if for all σ ∈ S(w) there exists tf ∈ T i

f such that tf ∈ σ.

�

Example 3.7 Let us consider the PN system in Fig. 1 previously introduced in Example 2.2.

Let Tf = {ε11, ε12}. Assume that the two fault transitions belong to di�erent fault classes, i.e.,

T 1
f = {ε11} and T 2

f = {ε12}.

Let us observe w = ab. In this case ∆(w, T 1
f ) = 1 and ∆(w, T 2

f ) = 0, being Ĵ (w) = {(t1t2, ε)}
and S(w) = {t1t2, t1t2ε8, t1t2ε8ε9, t1t2ε8ε9ε10, t1t2ε8ε11}. �

In [8] it has been explained how the diagnosis states can be computed. In particular, we proved
that to distinguish between states 0 and 1 we need to establish if the constraint set

T (M,T i
f ) =


M + Cu · z ≥ 0⃗,∑
tf∈T i

f

z(tf ) > 0,

z ∈ Nnu .

(1)

is feasible.

4 Diagnosability of bounded Petri nets: problem statement

Let us now introduce the de�nition of diagnosability of PNs inspired by the de�nition of diag-
nosability for (regular) languages [19]. Let Ψ(T ′) be the set of all �ring sequences in L(N,M0)

that end with a transition t′ ∈ T ′, i.e., Ψ(T ′) = {σt′ ∈ L(N,M0) : t
′ ∈ T ′}.
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De�nition 4.1 A labeled PN system ⟨N,M0,L⟩ having no deadlock after the occurrence of any

transition tf ∈ T i
f , for i ∈ {1, . . . , r}, is diagnosable wrt the fault class T i

f if

∀σ′ ∈ Ψ(T i
f ), ∃K ∈ N, ∀σ′′ ∈ L(N,M0)/σ

′, (2)

|σ′′| ≥ K ⇒ ∀σ ∈ L−1(L(σ′σ′′)), ∃tf ∈ T i
f : tf ∈ σ.

A labeled PN system ⟨N,M0,L⟩ is said to be diagnosable if it is diagnosable wrt all fault classes.
�

In words, given a �ring sequence σ′ that ends in a fault transition, let σ′′ be any su�ciently
long continuation of it, i.e., |σ′′| ≥ K, where K depends on σ′. A labeled PN system ⟨N,M0,L⟩
having no deadlock after the occurrence of any transition tf ∈ T i

f , for i ∈ {1, . . . , r}, is diagnosable
wrt the fault class T i

f if any �ring sequence σ belonging to the language and having the same
observable projection of σ′σ′′ contains a fault transition in T i

f . This implies that along any
continuation σ′′ of σ′ the occurrence of a fault transition in T i

f can be detected in a �nite number
of transitions �rings (at most K).

In the rest of the paper we investigate the problem of providing necessary and su�cient conditions
for diagnosability. In particular, we suppose that the considered labeled PN satis�es also the
following two assumptions.

(A2) The net system ⟨N,M0⟩ is bounded.

(A3) The net system ⟨N,M0⟩ does not deadlock after the �ring of any fault transition.

5 Modi�ed Basis Reachability Graph

We �rst introduce the de�nition of extended basis markings, then we de�ne the Modi�ed Basis

Reachability Graph (MBRG), and �nally we show how it can be constructed.

De�nition 5.1 An extended basis marking is a basis marking computed assuming that all fault

transitions are observable.

�

De�nition 5.2 The MBRG is a deterministic graph whose nodes are labeled with a pair (M,x):

M ∈ Nm is an extended basis marking, and x is a row vector in {0, 1}r where x(i) = 1 if T (M,T i
f )

in (1) is feasible wrt the ith class, x(i) = 0 otherwise.

Since we are considering the extended basis markings, the minimal explanations are restricted

to transitions in Treg. In the following we denote as Y mod
min (M, t) the set of minimal e-vectors

restricted to Treg, and Creg the restriction of the incidence matrix to Treg.

Arcs may be labeled in two di�erent ways depending on the associated event.
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In the case of events corresponding to the �ring of transitions in To, labels are strings (l(t), e),

where l ∈ L is the observed label, t is the transition labeled l whose �ring at the input node is

enabled by a sequence of regular transitions with �ring vector e ∈ Y mod
min (M, t), and that leads to

the marking in the output node.

In the case of events corresponding to the �ring of fault transitions labels are pairs (tf , e), where

tf ∈ Tf is the fault transition whose �ring at the input node is enabled by a sequence with �ring

vector e ∈ Y mod
min (M, t), and that leads to the marking in the output node. �

Algorithm 5.3 [Computation of the MBRG]

1. Label the initial node (M0, x0) where ∀i = 1, . . . , r,

x0(T
i
f ) =

{
1 if T (M0, T

i
f ) is feasible,

0 otherwise.

Assign no tag to it.
2. While nodes with no tag exist
2.1. select a node with no tag,
2.2. let (M,x) be the selected node,
2.3. for all l ∈ L

2.3.1. for all t : L(t) = l ∧ Y mod
min (M, t) ̸= ∅, do

• for all e ∈ Y mod
min (M, t), do

• let M ′ = M + Creg · e+ C(·, t),
• if @ already a node with M ′, do

• add a new node to the graph
containing the pair (M ′, x′)

where ∀i = 1, . . . , r,

x′(T i
f ) =

{
1 if T (M ′, T i

f ) is feasible,

0 otherwise.

• add arc (l(t), e) from node (M,x)

to node (M ′, x′)

2.4. for all i = 1, . . . , r

2.4.1. for all tf ∈ T i
f : Y mod

min (M, tf ) ̸= ∅, do
• for all e ∈ Y mod

min (M, tf ), do
• let M ′ = M + Creg · e+ C(·, tf ),
• if @ already a node with M ′, do

• add a new node to the graph
containing the pair (M ′, x′)

where ∀i = 1, . . . , r,

x′(T i
f ) =

{
1 if T (M ′, T i

f ) is feasible,

0 otherwise.

• add arc (tf , e) from node (M,x)

to node (M ′, x′)

2.5. tag the node (M,x) "old".
3. Remove all tags.
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�

The algorithm constructs the MBRG starting from the initial node to which it corresponds the
initial marking and a binary vector de�ning which classes of faults may occur at M0. Now, we
consider all labels l ∈ L (Step 2.3) and all fault classes i = 1, . . . , r (Step 2.4) such that there
exists a transition t with L(t) = l or a fault transition tf ∈ T i

f for which a minimal explanation
at M0 exists. For any of such transitions, that can be either t ∈ To or tf ∈ T i

f , we compute
the marking M ′ resulting from its �ring at M0 + Creg · e (e ∈ Y mod

min (M0, t) or e ∈ Y mod
min (M0, tf ),

respectively). If a new pair (marking, binary vector) is obtained, a new node is added to the
graph, labeled with the resulting marking M ′ and the corresponding vector x′. The arc going
from the initial node to the new node is either labeled (l(t), e) or (tf , e), depending on the
considered event. The procedure is iterated until all nodes have been examined.

The following proposition provides a characterization of the language generated by the �nite
state automaton de�ning the MBRG.

Proposition 5.4 Let us consider a bounded labeled Petri net system ⟨N,M0,L⟩ with N =

(P, T, Pre, Post), T = To ∪ Tu and Tu = Treg ∪ Tf .

For each path from the initial node of the MBRG, we build a sequence σ ∈ (To ∪ Tf )
∗ such that:

for each arc connecting two nodes in the path we take either t if the arc is labeled by the string

(l(t), e) or tf if the arc is labeled by the pair (tf , e).

The set of sequences σ ∈ (To ∪ Tf )
∗ built in this way coincides with the projection of L(N,M0)

over the set of transitions To ∪ Tf .

Follows from the fact that the MBRG is constructed assuming that the minimal explanations are
de�ned on the set of transitions Treg and the arcs contain the information on which transition
has �red at the extended basis marking that labels the considered node. �

Proposition 5.5 If a labeled net system ⟨N,M0,L⟩ is bounded then the set of extended basis

markings MMBRG associated with the nodes of the MBRG satis�es the following inclusion rela-

tionship:

MMBRG ⊆ R(N,M0). (3)

It follows from the fact that the set R(N,M0) includes all markings in MMBRG, i.e., all extended
basis markings, plus all those markings that can be reached from markings in MMBRG �ring
transitions in Treg. �

Example 5.6 In Fig. 2 is shown the MBRG corresponding to the PN system in Fig. 1 previously

introduced in Example 2.2. Let T 1
f = {ε11} and T 2

f = {ε12}. The notation used in Fig. 2 is

detailed in Tables 1 and 2.

Each node is labeled with an extended basis marking and a vector with two entries (because there

are two fault classes). As an example, vector [0 0] is associated with M0 because T (M0, T
i
f ) is

not feasible for i = {1, 2}. On the contrary, vector [1 0] is associated with M3 because T (M3, T
i
f )

is feasible only for i = 1. In fact, fault transition ε11 is enabled at M3.
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M0 [ 1 0 0 0 0 0 0 0 0 0 0 ]T

M1 [ 0 1 0 0 0 0 0 1 0 0 0 ]T

M2 [ 0 1 0 0 0 0 0 0 1 0 0 ]T

M3 [ 0 0 1 0 0 0 0 1 0 0 0 ]T

M4 [ 0 0 1 0 0 0 0 0 1 0 0 ]T

M5 [ 0 0 0 0 0 0 1 1 0 0 0 ]T

M6 [ 0 0 0 0 0 0 1 0 1 0 0 ]T

M7 [ 0 1 0 0 0 0 0 0 0 1 0 ]T

M8 [ 0 0 0 0 0 1 0 1 0 0 0 ]T

M9 [ 0 0 0 0 0 1 0 0 1 0 0 ]T

M10 [ 0 0 1 0 0 0 0 0 0 1 0 ]T

M11 [ 0 0 0 0 0 1 0 0 0 1 0 ]T

M12 [ 0 0 0 0 0 0 1 0 0 1 0 ]T

Table 1: The extended basis markings of the MBRG in Fig. 2.

[ ε8 ε9 ε10 ε13 ]T

e1 [ 1 1 1 0 ]T

e2 [ 1 0 0 0 ]T

e3 [ 0 0 0 1 ]T

Table 2: The modi�ed minimal e-vectors of the MBRG in Fig. 2.

Arcs are labeled either by the string (label (relative transition), corresponding modi�ed minimal

e-vector) (see e.g. (c(t5),0) from M3 to M4), or by the pair (fault transition, corresponding

modi�ed minimal e-vector) (see e.g. (ε11, e2) from M3 to M8).

Finally, let us observe that as shown in Proposition 5.5 the set of extended basis markings is

a super set of the set of basis markings. In this example, markings from M0 to M6 are basis

markings, while markings from M7 to M12 are extended basis markings, in fact they are reached

�ring a fault transition. Note however, that the number of extended markings in the MBRG is

equal to the number of reachable markings only in the worst case, but in general is smaller, as in

this example. �

6 Basis Reachability Diagnoser

De�nition 6.1 The BRD is a deterministic graph where each node is labeled with:

• one or more triples (M,x, h), where:
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M9, [0 1] 
b(t3), 0 

 

c(t5), 0 

 

d(t6), 0 

 

M6, [0 1] 

ε12 , 0 

M7, [0 0]  
b(t2), 0 

 
M10, [1 0] 

ε11, e2 b(t3), 0 

 

ε12 , 0 ε12 , 0 ε12 , 0 

M11, [0 0]  

ε11, e2 

M12, [0 0] 

d(t7), e3 d(t7), e3 
d(t7), e3 d(t7), e3 c(t4), 0 

 

c(t4), 0 

c(t4), 0 

 

b(t2),e1 

 

b(t2), e1 

b(t2), e1 

 

Figure 2: The MBRG of the Petri net system in Fig. 1.

� M is a basis marking;

� x ∈ {0, 1}r is a row vector whose ith entry is equal to 1 if T (M,T i
f ) is feasible, and

is equal to 0 otherwise;

� h ∈ {N,F}r is a row vector whose ith entry is equal to N if reaching M from M0 no

fault in T i
f has occurred, and is equal to F otherwise;

• r tags ∆i, i = 1, . . . , r, that represent the diagnosis state of the node wrt the r fault classes.

Finally, arcs are labeled with a symbol in L. �

The BRD can be easily computed starting from the MBRG. In particular, the values of M and
x are obtained from the MBRG by only looking at the nodes containing basis markings.

The values of h can be deduced by looking at the path(s) from M0 to the corresponding value of
M (denoted as M0  M). If there exists a path M0  M containing fault transitions in the ith
class, then to the pair M , x it is associated a value of h(i) = F . If there exists a path M0  M

containing no fault transition in the ith class, then to the pair M , x it is associated a value of
h(i) = N . Note that, since in general there may exist more than one path going from M0 to M ,
one containing a fault in T i

f and another not, then the pair M , x may appear twice in the same
node, once associated with h(i) = F and once associated with h(i) = N .

The diagnosis state for the ith fault class is trivially obtained by just looking at the ith entry of
the two vectors h and x of all triples in the node.

The following algorithm summarizes the main steps for the construction of the BRD. Note that to
simplify the notation, we assume that each class only includes one fault transition, thus |Tf | = r.
The extension to the more general case is trivial and is not reported here for the sake of brevity.

Algorithm 6.2 [Computation of the BRD]
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1. Label the initial node d0 = (M0, x0, h0), h0 = N r.
For i = 1, . . . , r, if x0(i) = 0 then ∆i = 0,
else ∆i = 1. Assign no tag to it.

2. While nodes with no tag exist
2.1. select a node d with no tag and do
2.2. for all l ∈ L

2.2.1. for all M ∈ d : Ymin(M, t) ̸= ∅ for some
transition t : L(t) = l

• for all triples with marking M in d

• let d̃ = ∅
• for all output arcs of (M,x)

in the MBRG labeled l, do
• let (M ′, x′) be the output node
in the MBRG,

• let{
h′(i) = N if h(i) = N

h′(i) = F if h(i) = F

• let d̃ = d̃ ∪ {(M ′, x′, h′)}
• for all output paths of (M,x) in the
MBRG labeled σf l such that
π(σf ) ∈ Ymin(M, t) and L(t) = l,

• let (M ′, x′) be the �nal node
in the MBRG,

• let
h′(i) = N if h(i) = N ∧ tfi /∈ M  M ′

h′(i) = F if h(i) = F

h′(i) = F if h(i) = N ∧ tfi ∈ M  M ′

• let d̃ = d̃ ∪ {(M ′, x′, h′)}
• if ∀ M ′ ∈ d̃ it is h′(i) = N

and x′(i) = 0, then
• let ∆i = 0

• else if ∀M ′ ∈ d̃ it is h′(i) = N

and x′(i) = 1, then
• let ∆i = 1

• else if ∃(M ′, x′, h′) ∈ d̃ : h′(i) = N

and ∃(M ′′, x′′, h′′) ∈ d̃ : h′′(i) = F ,
then

• let ∆i = 2

• else if ∀ M ′ ∈ d̃ it is h′(i) = F , then
• let ∆i = 3

2.2.2 if @ a node d̄ = d̃ in the graph then
• add a new node d̃ to the graph

2.2.3 add arc l from d to d̃
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2.3. tag d old.
2.4 Goto Step 2.1.

3. Remove all tags.

�

The algorithm constructs the BRD starting from the initial node to which it corresponds a triple
(M0, x0, h0), whereM0 and x0 are the components of the initial node of the MBRG and h0 = N r.
Its diagnosis state ∆i is set to zero if no fault transition in T i

f may have occurred from the initial
marking, namely if the ith entry of x0 (associated with the only, for assumption, fault transition
tfi ∈ T i

f ) is null, otherwise ∆i is set to one.

Starting from the initial node and looking at the MBRG we focus on the set of basis markings
that are reachable �ring transitions with label l at M0, either immediately or after the �ring of
one or more fault transitions.

The new node will be composed by all triples (M ′, x′, h′) such that the pair (M ′, x′) is reached in
the MBRG either �ring a transition labeled l at M0, or �ring a minimal explanation containing
one or more fault transitions and then the considered label l; h′ is computed considering h0 and
all paths M0  M ′ in the MBRG.

Finally, for each node the diagnosis state ∆i depends on the ith entry of the two vectors x and
h of all the markings appearing in the node.

The procedure is iterated until all nodes have been explored.

The following proposition characterizes the language associated with the BRD.

Proposition 6.3 Let us consider a bounded labeled net system ⟨N,M0,L⟩. The language of the

�nite state automaton de�ning its BRD is equal to L(L(N,M0)).

Follows from the rules of construction of the BRD. In fact, the �rst element of the initial node
d0 is the initial marking M0. For such a node all labels l ∈ L are considered (see Step 2.2) and
for any label l ∈ L all transitions labeled l are examined (see Step 2.2.1) in order to compute the
set of markings that can be reached from d0 �ring all transitions labeled l that can be enabled
at M0 after, eventually, the �ring of some unobservable transition. This set of markings reached
when label l is observed formed a new node d. The same procedure is repeated for each new
node d computing for all labels l ∈ L and all transitions labeled l the set of markings that can
be reached from node d �ring all transitions labeled l that can be enabled at some marking in
the node d after, eventually, the �ring of some unobservable transition. �

Example 6.4 In Fig. 3 is reported the BRD of the PN system in Fig. 1. The initial node

is labeled (M0, [0 0], [N N ]) and its diagnosis states are ∆1 = ∆2 = 0 being x0 = [0 0].

From this node an output arc labeled a exists that leads to node (M1, [0 0], [N N ]), where

M1 = [0 1 0 0 0 0 0 1 0 0 0]T . Also for this node diagnosis states are ∆1 = ∆2 = 0.

Now, let us consider w = abb. In this case we reach a node labeled by the two triples (M3, [1 0],
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[N N ]) and (M5, [0 0], [F N ]), whereM3 = [0 0 1 0 0 0 0 1 0 0 0]T andM5 = [0 0 0 0 0 0 1 1 0 0 0]T .

In fact, two di�erent sequences of observable transitions, t1t2t2 or t1t2t3, may have �red. Di-

agnosis states are equal to ∆1 = 2, being h3(1) = N and h5(1) = F , and ∆2 = 0, since

h3(2) = h5(2) = N and x3(2) = x5(2) = 0 (where xj(i) and hj(i) indicate the entries of vectors

x and h, respectively, associated with marking Mj wrt to the fault class i).

Finally, let us consider w = abbcc. In this case we reach a node labeled by the two triples

(M5, [0 0], [F N ]) and (M6, [0 1], [F N ]), where M6 = [0 0 0 0 0 0 1 0 1 0 0]T . Diagnosis

states are ∆1 = 3, being h5(1) = h6(1) = F , and ∆2 = 1, since h5(2) = h6(2) = N and

x6(2) = 1.

Note that all BRD's nodes only contain basis markings. �

7 Necessary and su�cient conditions for diagnosability

In this section we provide necessary and su�cient conditions for diagnosability based on the
notions of uncertain and indeterminate cycles. These conditions can be veri�ed using the BRD
in conjunction with the MBRG. In particular, �rst we check if the BRD contains an uncertain
cycle, namely a potentially indeterminate cycle; then using the MBRG, we verify if that cycle is
indeterminate or not.

De�nition 7.1 Let γ be a cycle in the BRD labeled ρ ∈ L∗. The cycle γ is uncertain wrt a fault

class T i
f if it only includes states with ∆i = 1 and/or ∆i = 2. �

De�nition 7.2 Let γ be an uncertain cycle in the BRD labeled ρ ∈ L∗. Let ζ be a path in the

BRD from the initial node to any node of the cycle labeled p ∈ L∗. The cycle γ is indeterminate
wrt a fault class T i

f if there exist two sequences of in�nite length σ1, σ2 ∈ L(N,M0) that can be

written as

σ1 = σ′
1(σ

′′
1)

∗, σ2 = σ′
2(σ

′′
2)

∗

such that

(i) L(σ′′
1) = L(σ′′

2) = ρ;

(ii) L(σ′
1) = L(σ′

2) = p;

(iii) Either σ′
1 or σ′′

1 (or both) contain a fault in T i
f , while neither σ′

2 nor σ′′
2 contain a fault in

T i
f . �

Proposition 7.3 Let γ be an uncertain cycle in the BRD labeled ρ ∈ L∗. Let ζ be a path in the

BRD from the initial node to any node of the cycle labeled p ∈ L∗. The cycle γ is indeterminate
wrt a fault class T i

f if in the MBRG there exist two cycles γ1 and γ2 satisfying the following three

conditions:

(i) both cycles are labeled ρ;
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M0, [0 0], [N N]    ∆=0 

a 

M1, [0 0], [N N]    ∆=0 
M3, [1 0], [N N]  ∆1=1  
                             ∆2=0    
    

b b 

c c c 

b 

d 

c 

c 

M3, [1 0], [N N]  ∆1=2 
M5, [0 0], [F N]   ∆2=0     
    

M2, [0 1], [N N]  ∆1=0  
                             ∆2=1    
    

M4, [1 1], [N N]  ∆1=1  
                             ∆2=1     
    

M4, [1 1], [N N]  ∆1=2  
M5, [0 0], [F N]   ∆2=1  
M6, [0 1], [F N]            
    

b 

M5, [0 0], [F N]  ∆1=3 
M6, [0 1], [F N]  ∆2=1    
    

c 

b c M1, [0 0], [N N]  ∆1=0 
M1, [0 0], [N F]   ∆2=2    
    

M3, [1 0], [N N]  ∆1=1 
M3, [1 0], [N F]   ∆2=2    
 

M4, [1 1], [N N]  ∆1=2  
M6, [0 1], [F N]   ∆2=1  
    

M6, [0 1], [F N]   ∆1=3 
                             ∆2=1    
    

c d b b 
b 

d 

b 
M2, [0 1], [N N]  ∆1=0 
M2, [0 1], [N F]   ∆2=2    
    

M4, [1 1], [N N]  ∆1=1 
M4, [1 1], [N F]   ∆2=2    
 

M3, [1 0], [N N]  ∆1=2  
M3, [1 0], [N F]    
M5, [0 0], [F N]   ∆2=2  
M5, [0 0], [F F]    
 

d b c 

d 

b d 

M4, [1 1], [N N]  ∆1=2 
M4, [1 1], [N F]    
M6, [0 1], [F N]   ∆2=2  
M6, [0 1], [F F]    
 

M4, [1 1], [N N]   
M4, [1 1], [N F]    
M5, [0 0], [F N]   ∆1=2  
M5, [0 0], [F F]    
M6, [0 1], [F N]   ∆2=2  
M6, [0 1], [F F]    
 

d 

b 

c 

b 
d 

c 

d M6, [0 1], [F N]  ∆1=3 
M6, [0 1], [F F]   ∆2=2    
    

M5, [0 0], [F N]   ∆1=3 
M5, [0 0], [F F]    ∆2=2    
 

M5, [0 0], [F N]   ∆1=3  
M5, [0 0], [F F]    
M6, [0 1], [F N]   ∆2=2  
M6, [0 1], [F F]    
 

c 
c 

c 

d 

d 

b 

c 

d 

Figure 3: The BRD of the PN system in Fig. 1 with thick red ellipses denoting uncertain cycles for
both fault classes, thin dotted blue ellipses and thin dashed purple ellipses respectively, denoting
uncertain cycles for the �rst and the second fault class, respectively.
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(ii) there exist two paths ζ1 and ζ2 respectively labeled p1 and p2, that from the initial node in

the MBRG enable respectively cycles γ1 and γ2. These cycles are respectively labeled ρ1 and

ρ2;

(iii) Neither ρ2 nor p2 contain a fault in T i
f , while either ρ1 or p1 (or both) contain a fault in

T i
f . �

Follows from Proposition 5.4 who claims that the set of sequences σ ∈ (To ∪ Tf )
∗ that are

enabled at the initial node of the MBRG coincides with the projection of L(N,M0) over the set
of transitions To ∪ Tf . �

Example 7.4 Let us consider the BRD in Fig. 3 that corresponds to the PN system in Fig. 1,

where thin dotted blue ellipses, thin dashed purple ellipses and thick red ellipses denote, respec-

tively, the uncertain cycles for the �rst, the second and both fault classes.

Let us consider the uncertain cycle for the �rst fault class

γ = [(M3, [1 0], [N N ]), (M5, [0 0], [F N ])] b−→
[(M3, [1 0], [N N ]), (M5, [0 0], [F N ])],

labeled b. This cycle only contains one node and there exists only one path from the initial node

to a node, namely

ζ = (M0, [0 0], [N N ]) a−→(M1, [0 0], [N N ]) b−→
(M3, [1 0], [N N ]) b−→,

labeled abb. Looking at the MBRG in Fig. 2, it is easy to see that conditions of De�nition 7.2

are not satis�ed. In fact, there does not exist a path labeled p1 = abb that contains the fault and

that enables a cycle γ1 such that L(γ1) = b. Therefore this cycle is not indeterminate.

Now, let us consider the uncertain cycle for both fault classes

γ = [(M3, [1 0], [N N ]), (M3, [1 0], [N F ])] c−→
[(M4, [1 1], [N N ]), (M4, [1 1], [N F ])] d−→
[(M3, [1 0], [N N ]), (M3, [1 0], [N F ])]

denoted with a thick red ellipse in Fig. 3 and whose label is ρ = cd. Let

ζ = (M0, [0 0], [N N ]) a−→(M1, [0 0], [N N ]) b−→
(M3, [1 0], [N N ]) c−→(M4, [1 1], [N N ]) d−→

be the path from the initial node to the �rst node of γ. Its label is p = abcd. It is easy to verify

that the three conditions of De�nition 7.2 are satis�ed for both fault classes, therefore the cycle

γ is indeterminate for T 1
f and T 2

f .

In fact, for the �rst fault class in the MBRG there exist two cycles

γ1 = (M8, [0 0])c(t5)−−→
(M9, [0 1])d(t6)−−→

(M8, [0 0])
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and

γ2 = (M3, [1 0])c(t5)−−→
(M4, [1 1])d(t6)−−→

(M3, [1 0])

labeled cd and there also exist two paths

ζ1 = (M0, [0 0])a(t1)−−→
(M1, [0 0])b(t2)−−→

(M3, [1 0])ε11−→
(M8, [0 0])c(t5)−−→

(M9, [0 1])d(t6)−−→

and
ζ2 = (M0, [0 0])a(t1)−−→

(M1, [0 0])b(t2)−−→
(M3, [1 0])c(t5)−−→

(M4, [1 1])d(t6)−−→
labeled abcd and that from the initial node enable γ1 and γ2. Finally, both ζ2 and γ2 do not

contain fault transition ε11, while ζ1 contains ε11.

Finally, for the second fault class in the MBRG there exist two cycles

γ1 = (M3, [1 0])c(t5)−−→
(M4, [1 1])ε12−→(M10, [1 0])d(t7)−−→

(M3, [1 0])

and

γ2 = (M3, [1 0])c(t5)−−→
(M4, [1 1])d(t6)−−→

(M3, [1 0])

both labeled ρ = cd and there also exist two paths

ζ1 = ζ2 = (M0, [0 0])a(t1)−−→
(M1, [0 0])b(t2)−−→

(M3, [1 0])c(t5)−−→
(M4, [1 1])d(t6)−−→

both labeled p = abcd, that from the initial node enable γ1 and γ2. Finally, both ζ2 and γ2 do not

contain fault transition ε12, while γ1 contains ε12. �

Theorem 7.5 A labeled net system ⟨N,M0,L⟩ satisfying assumptions (A1) to (A3) is diagnos-
able wrt the fault class T i

f i� its BRD has no cycle that is indeterminate wrt T i
f .

We prove the if and only if statements separately.

(Only if) Assume by contradiction that an indeterminate cycle labeled ρ exists in the BRD.
Moreover, we assume that in the MBRG there exist two cycles γ1 and γ2 labeled respectively ρ1
and ρ2 satisfying conditions (i) to (iii) in Proposition 7.3. This obviously implies that there exist
two sequences relative to p1ρ1 and p2ρ2 having the same observable projection, one containing
a fault in the ith class and the other one not, that are of arbitrary length, because ρ1 and ρ2
can be repeated an arbitrary large number of times. Thus, by De�nition 4.1 the system is not
diagnosable wrt to the ith class.

(If) Assume that the BRD has no cycle that is indeterminate wrt T i
f . By De�nition 4.1 the

sequences that may potentially lead to a violation of the diagnosability property because they
have the same observable projection and are of arbitrary length, are those corresponding to cycles
with one of the following features: (1) they include at least one node with ∆i = 0; (2) they only
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include nodes with ∆i = 3; (3) they include nodes with ∆i = 1 and/or ∆i = 2 but they are not
indeterminate.

Case (1) means that after a �nite number of observed events (at most equal to the number of
events of the cycle in the BRD) it is possible to be sure that no fault has occurred, thus the third
condition of De�nition 4.1 does not hold.

Case (2) means that a fault has certainly occurred, thus the second condition of De�nition 4.1
does not hold.

Case (3) means that there do not exist two sequences σ1 and σ2 having the same observable
projection where σ2 is of arbitrary length, namely there do not exist two sequences satisfying
the conditions in De�nition 4.1. �

Corollary 7.6 A labeled net system ⟨N,M0,L⟩ satisfying assumptions (A1) to (A3) is diagnos-
able i� its BRD has no cycle that is indeterminate wrt all fault classes. �

Example 7.7 Let us consider the Petri net system in Fig. 1 whose BRD is given in Fig. 3.

From the analysis on the indeterminate cycles reported in Example 7.4 we can conclude that the

system is not diagnosable wrt both fault classes. �

Note that, as soon as one �nds an indeterminate cycle for a fault class one can conclude that
the system is not diagnosable wrt that fault class. On the contrary, to establish if a system is
diagnosable wrt to a fault class it is necessary to examine all uncertain cycles for that fault class
and show that none is indeterminate. A MATLAB tool for the diagnosability analysis of PNs
can be found in [1]. Numerical simulations showing that, especially in the presence of highly
concurrent systems, the number of basis markings is always much smaller with respect to the
number of reachable markings (that increase exponentially with the size of the net) is presented
in [7].

We conclude this section with a brief discussion on the complexity of the proposed approach. The
size of the state space of the MBRG (and consequently of the BRD) increases exponentially with
the system complexity (net structure, and number of tokens in the initial marking). Moreover,
to compute diagnosability we need to examine all uncertain cycles in the BRD and the paths
that lead from the initial node to each uncertain cycle. After an analysis of the complexity of
the existing methods (see [18] for more details), we determined that the exhaustive enumeration
of all paths in the BRD and consequent identi�cation of the cycles is the most e�cient method
and its complexity is O(L|BRD|), where L is the alphabet of the PN system.

8 Comparison with the approach in [4]

Our paper presents some analogies with the paper by Jiroveanu and Boel (J&B) [4]. In this
section we discuss di�erences and analogies between the two approaches that have been developed
independently and in parallel.
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Figure 4: Two Petri net systems that show the di�erences between our de�nition of minimal
explanations and the one proposed by Jiroveanu and Boel.

The diagnosability approach in [4] is also based on the notion of minimal explanation introduced
in [3]. This notion is di�erent from the one used in this paper. In fact, while our concept of
minimality is based on the minimality of the �ring vector, according to J&B an explanation is
minimal if no transition belonging to the sequence of unobservable transitions, and preceding
the observable transition, can �re after the �ring of the transition itself. In the case of nets with
no unobservable cycles the two de�nitions of minimal explanations lead to the same sequences,
while in the presence of unobservable cycles this does not happen as illustrated in the following
example.

Let us consider the Petri net system in Figure 4.(a). Assume the observed word is w = t. In our
case ε1 is the only minimal explanation, while in their case there are K+1 minimal explanations
of the type ε1ε

i
2t, for i ∈ {0, 1, . . . ,K} (note that their minimal explanation also contains the

observed transition). As an example ε1ε2t is a minimal explanation according to J&B because
the sequence ε1tε2 can never �re (the �ring of t disables ε2).

Another di�erence is due to the fact that our de�nition of minimal explanation also applies to
unbounded nets, while this is not true in the case of J&B as shown in the following example.
Let us consider the Petri net system in Figure 4.(b). Assume the observed word is w = t. In our
case ε1 is still the minimal explanation, while this case cannot be handled by J&B since their
number of minimal explanations is in�nite.

The algorithms for the computation of the minimal explanations according to the two de�nitions
are also di�erent. The algorithm proposed by J&B in [5] is based on a backward search within the
unobservable subnet. The advantage of this approach is that all sequences computed are minimal
explanations, but only the subset that is compatible with the initial marking should be kept.
On the contrary, the algorithm we proposed in [8] provides the �ring vectors associated with the
minimal explanations using algebraic manipulation of matrices. It presents the advantage that
all the �ring vectors computed are compatible with the initial marking, but it requires a �nal
check to remove some explanations that are not minimal. We do not believe that one method is
always preferable to the other one. In fact, our conjecture is that this depends on the structure
of the unobservable subnet (in particular on the number of concurrent transitions) and on the
initial marking. However, such a comparison is still an open issue.

Note that, although both us in [10, 8] and J&B in [5] use the notion of minimal explanation
for the diagnosis approach, the two diagnosis procedures are totally di�erent. Indeed, while our
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procedure is based on the notion of basis marking that allows one to move the most burdensome
part of the computations o�ine, thanks to the construction of the so called Basis Reachability
Graph, the approach of J&B does not use the concept of basis marking and is an on-the-�y
approach.

Concerning the di�erences between ROF and MBRG, we preliminary observe that, while the
MBRG was introduced under the assumption of acyclicity of the unobservable subnet (structural
property), the ROF was presented under the assumption that no cycle of unobservable transitions
may �re (behavioral property). Thus J&B can also deal with nets whose structure contains
cycles of unobservable transitions (see e.g. Figure 1 in [4]). We can state that under common
assumptions on the acyclicity of the unobservable subnet the two graphs share the same structure
(same nodes and edges). However the MBRG contains some additional information that have
been appropriately introduced to be used in conjunction with the BRD for the analysis of the
diagnosability. On the contrary ROF is de�ned to be used as an input for automata based
diagnosability approaches, e.g. the veri�er net approach [24].

Finally, we observe that beyond the di�erences between the two diagnostic approaches the main
contribution between our approach and the one proposed in [4] consists in providing necessary
and su�cient conditions for diagnosability based on the BRD.

9 Conclusions

The main contribution of this paper is to use the notion of basis markings, that overcomes the
problem of the exhaustive enumeration of the state space, to solve the problem of diagnosability
of bounded PNs. First we have given a necessary and su�cient condition for diagnosability.
Then, we have provided a method to test the diagnosability that is based on the analysis of a
diagnoser that we call Basis Reachability Diagnoser, in conjunction with another graph (that is
used for the construction of the diagnoser) called Modi�ed Basis Reachability Graph.
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