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Abstract

A commonplace assumption in the fault diagnosis of discrete event systems is that of

modeling faulty events with unobservable transitions, i.e., transitions whose occurrence does

not produce any observable label. The diagnostic system must thus infer the occurrence of

a fault from the observed behavior corresponding to the �ring of non-faulty transitions. The

presence of non-faulty unobservable transitions is a source of additional complexity in the

diagnostic procedure.

In this paper we assume that fault events can also be modeled by observable transitions,

i.e., transitions whose occurrence produces an observable label. This does not mean, however,

that the occurrence of such a transition can be unambiguously detected: in fact, the same

label may be shared with other fault transitions (e.g., belonging to di�erent fault classes)

or with other non-faulty transitions. We generalize to this new setting our previous results

on the diagnosis of discrete event systems using Petri nets based on the notions of minimal

explanations and basis markings. The presented procedure does not require the enumeration

of the complete reachability set, but only of the subset of basis markings, thus reducing the

computational complexity of solving a diagnosis problem.
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Figure 1: A sketch of an immobilizer key system.

1 Introduction

In this paper we focus on the problem of deriving an e�cient approach for the fault diagnosis of

discrete event systems (DES). Solving a problem of diagnosis means that to each observed string

of events is associated a diagnosis state, such as �normal� or �faulty� or �uncertain�. This problem

has attracted the attention of several researchers and engineers in the last decades. A survey of

some of the most important contributions in the Petri nets framework [1, 27, 15, 10, 14, 8, 23,

22, 5, 3, 9, 24, 25, 11, 16, 21, 17] is reported in the next section. In almost all such works, faults

are considered as unobservable transitions. However, in some real applications they can also be

modeled as observable transitions. As an example let us consider the immobilizer key system,

namely the electronic device �tted to an automobile which prevents the engine from running

unless the correct key (or other token) has been inserted. Its behavior can be synthesized by

the scheme in Fig. 1. The event labeled a represents the insertion of the key, the event labeled

b represents the activation of the micro-circuit inside the key and event labeled c determines

the validity of the coded key. The sensors associated with these events may produce a label

also if something went wrong. In fact, a may also be observed if the key does not perfectly �t

into the key slot, b may also be observed if the micro-circuit is not working well and c could

also be observed if the signal with the validity of the key has not been sent. States from 1 to 5

represent the nominal behavior, states from 6 to 9 represent that at least one fault has occurred.

Finally event s represents that the code is valid and that the Engine Control Unit activates the

fuel-injection sequence, while f means that at least one fault has occurred.

The main feature of our procedure [5, 3] is the concept of basis marking that allows one to

represent the reachability space in a more compact manner, only enumerating a subset of its

markings. In our previous paper [5] we presented an approach for on-line diagnosis of Petri

nets (PNs) where fault transitions are only modeled by silent transitions, but there also exist

other silent transitions that model regular behavior. In [3] we dealt with labeled PNs and this

enabled us to also take into account a new source of nondeterminism originating from the fact

that di�erent observable transitions modeling regular behavior may share the same label. Both

approaches apply to all net systems whose unobservable subnet is acyclic.

In this paper, that is a journal version of [4], we generalize the previous problem statement

assuming that fault transitions are not necessarily silent, but they can also be observable transi-

tions that share the same label with transitions belonging to di�erent fault classes and/or with

transitions modeling a regular behavior. As for the previous approaches we require that the

unobservable subnet of the considered net system is acyclic.
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The considered generalization requires to signi�cantly rewrite our previous formulation [3]. In

particular, we need to introduce new vectors, called γ-vectors, that keep into account all possible

sequences of observable transitions that may have actually �red given the observation, as well

as the iterative procedure to compute them. Moreover, we need to rede�ne the diagnosis states

in [3], each one corresponding to a di�erent degree of alarm, and rewrite the procedure for their

computation. Furthermore, we show that if the net system is bounded, the most burdensome

part of the procedure can be moved o�-line de�ning a particular graph, that we call Basis

Reachability Graph. Note that the Basis Reachability Graph has also been introduced in [3]. In

particular, the number of nodes coincides in the two cases (here and in [3]) with the number of

possible basis markings, while arcs are de�ned in a di�erent way. Indeed, now we also need to

keep into account additional information on possible occurrences of observable fault transitions.

Finally, the procedure to perform on-line diagnosis using the Basis Reachability Graph should

be rewritten accordingly. Note that, since the number of nodes of the Basis Reachability Graph

is the same in the two cases, all conclusions drawn in [3] relatively to the advantages in terms of

computational complexity originating from using basis markings, also apply in this more general

setting.

2 Literature review

The diagnosis problem of discrete event systems has been extensively investigated in the last

decades and several original theoretical approaches have been proposed in the literature, both

in the automata [7, 28, 12, 26] and in the PN framework [1, 27, 15, 10, 14, 8, 23, 22, 5, 3,

9, 24, 25, 11, 16, 21, 17]. In this section we brie�y survey the most signi�cant and recent

contributions in the PN area. Note that most of such contributions are based on very di�erent

assumptions on the PN model (e.g., untimed or timed model), on di�erent assumptions on the

admissible observations (e.g., transitions and/or marking of certain places), on the structure

of the diagnoser (e.g., centralized or decentralized), and so on. As a result of this it is very

di�cult, and often not signi�cant, to make a detailed comparison among them, both in terms

of computational complexity and fault detection capability. In particular, to the best of our

knowledge, the possibility of modeling faults as observable undistinguishable events, that is the

main feature of the approach presented in this paper, has been considered by very few authors

[9, 24].

There are three main di�erences between our contribution and the work of Garcia et al. [9] and

its generalization to hybrid Petri nets by Rodriguez et al. [24]. Firstly, in [9] P-Timed Colored

Petri nets are considered and timing information are also used to perform diagnosis, while we

consider logical (i.e., untimed) models. Secondly, while [9] uses colored nets to obtain a more

compact model of the diagnosed system, we use the basis markings technique to reduce the state

space the diagnoser needs to explore. Finally, while in [9] both intermittent and permanent faults

are considered, in our approach only permanent faults are taken into account. Note however,

that intermittent faults could be introduced in our procedure extending it as follows. If the

recovery event is observable a simple reset rule on the diagnosis state should be introduced. On
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the contrary, if the recovery event is not observable a detection procedure on such an event,

based on the same features of the fault detection procedure here presented, should be applied.

Other DES diagnosis approaches assume that faults are modeled either by unobservable transi-

tions or by unobservable places, while observable but undistinguishable transitions always model

regular behavior. The most signi�cant works are mentioned in the following.

One of the �rst contributions is due to Benveniste et al. [1] who use a net unfolding approach

for designing an on-line asynchronous diagnoser.

Wu and Hadjicostis [27] use redundancy into a given PN to enable fault detection and identi�ca-

tion using algebraic decoding techniques. In this paper the authors consider two types of faults:

place faults that corrupt the net marking, and transition faults that cause a not correct update

of the marking after event occurrence. Although this approach is general, the net marking has to

be periodically observable even if unobservable events occur. Analogously, Lefebvre and Delherm

[15] investigate on the determination of the set of places that must be observed for the exact and

immediate estimation of faults occurrence.

Genc and Lafortune [10] propose a diagnoser on the basis of a modular approach that performs

the diagnosis of faults in each module. A communication system connects the di�erent modules

and updates the diagnosis information.

Jiroveanu and Boel [14] propose an algorithm for the model based design of a distributed protocol

for fault detection and diagnosis for large systems. The overall process is modeled as time PN

models that interact with each other via guarded transitions that become enabled only when

certain conditions are satis�ed.

Dotoli et al. [8] address the on-line fault detection of discrete event systems modeled by PNs.

The paper recalls a previously proposed diagnoser that works on-line and employs an algorithm

based on the de�nition and solution of some integer linear programming problems to decide

whether the system behavior is normal or exhibits some possible faults.

In [23] Ramirez-Treviño et al. employ Interpreted Petri nets (IPNs) to model the system behavior

that includes both events and states partially observable. Based on the IPN model derived from

an on-line methodology, a scheme utilizing a solution of a programming problem is proposed to

solve the problem of diagnosis. Moreover, the authors provide su�cient structural conditions

for diagnosability of permanent faults based on the condition that any T-semi�ow must contain

all risky transitions. Then they extend the approach allowing a �nite distance between risky

transitions and any other transition. In [22] Ramirez-Treviño et al. use the relative distance

concept introduced in [23] to present a new characterization providing su�cient conditions for

diagnosability of partially observable IPNs. Polynomial time procedures for determining this

area are presented enlarging the class of IPNs that can be characterized.

Ru and Hadjicostis [25] perform fault diagnosis assuming that certain transitions, including fault

transitions, are silent and the content of certain places can be measured. What is interesting

and original in this work is that a degree of con�dence regarding the occurrence of the di�erent
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types of faults is calculated.

Ghazel et al. [11] present a procedure to re�ne the state estimation on the basis of timing

information. This allows to obtain reliable predictions of possible future event scenarios and in

particular on possible failure occurrences. This is obviously important in many real applications,

such as transportation.

Lefebvre and Leclercq [16] propose an approach based on PNs that are used to design reference

and faulty models. The main contribution concerns the design and identi�cation of PN reference

models according to a systematic statistical analysis of alarm sequences that are collected when

the system is working. A �black box� approach is proposed, and no information concerning the

internal structure of the system is required to design the reference model.

Mahulea et al. [17] investigate the e�ect of �uidization on fault diagnosis focusing on untimed

continuous PNs. The authors de�ne a diagnoser and prove that, given an observation, the result-

ing diagnosis state can be computed solving linear programming problems rather than integer

programming problems as in the discrete case. The main advantages of �uidization is that it en-

ables to deal with much more general PN structures and that the compact representation of the

set of consistent markings using convex polytopes can be seen in some cases as an improvement

in terms of computational complexity.

Finally, Qu et al. [21] propose an approach for the optimal design of fault-tolerant Petri net

controllers. Given a system controller that is modeled by a PN, they present an approach for

obtaining a fault-tolerant redundant Petri net controller that is able to retain the functionality

and properties of the original controller and enable the fault detection and identi�cation. They

develop an algorithm that is able to design this fault-tolerant redundant controller in an optimal

sense. The optimality is in terms of minimizing the sum of arc weights in the input and output

incident matrices of the fault-tolerant controller.

3 Background on labeled Petri nets

In this section we recall the formalism used in the paper. For more details on PNs we refer to

[19].

A Place/Transition net (P/T net) is a structure N = (P, T, Pre, Post), where P is a set of m

places; T is a set of n transitions; Pre : P × T → N and Post : P × T → N are the pre� and

post� incidence functions that specify the arcs; C = Post− Pre is the incidence matrix.

A marking is a vector M : P → N that assigns to each place of a P/T net a nonnegative integer

number of tokens, represented by black dots. We denote M(p) the marking of place p. A P/T

system or net system ⟨N,M0⟩ is a net N with an initial marking M0. A transition t is enabled

at M i� M ≥ Pre(· , t) and may �re yielding the marking M ′ = M +C(· , t). We write M [σ⟩ to
denote that the sequence of transitions σ = tj1 · · · tjk is enabled at M , and we write M [σ⟩ M ′

to denote that the �ring of σ yields M ′. We also write t ∈ σ to denote that a transition t is
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contained in σ. The set of all sequences that are enabled at the initial marking M0 is denoted

L(N,M0), i.e., L(N,M0) = {σ ∈ T ∗ | M0[σ⟩}.

Given a sequence σ ∈ T ∗, we call π : T ∗ → Nn the function that associates with σ a vector

y ∈ Nn, named the �ring vector of σ. In particular, y = π(σ) is such that y(t) = k if the

transition t is contained k times in σ.

A marking M is reachable in ⟨N,M0⟩ i� there exists a �ring sequence σ such that M0 [σ⟩ M .

The set of all markings reachable from M0 de�nes the reachability set of ⟨N,M0⟩ and is denoted

R(N,M0). Finally, we denote PR(N,M0) the potentially reachable set, i.e., the set of all markings

M ∈ Nm for which there exists a vector y ∈ Nn that satis�es the state equationM = M0+C·y, i.e.,
PR(N,M0) = {M ∈ Nm | ∃ y ∈ Nn : M = M0+C ·y}. It holds that R(N,M0) ⊆ PR(N,M0).

A PN having no directed circuits is called acyclic.

Theorem 1 [6] Let N be an acyclic PN.

(i) If the vector y ∈ Nn satis�es the equation M0 + C · y ≥ 0 there exists a �ring sequence σ

�rable from M0 and such that the �ring vector associated with σ is equal to y.

(ii) A marking M is reachable from M0 i� there exists a nonnegative integer solution y satisfying

the state equation M = M0 + C · y, i.e., R(N,M0) = PR(N,M0).

A net system ⟨N,M0⟩ is bounded if there exists a positive constant k such that, forM ∈ R(N,M0),

M(p) ≤ k.

A labeling function L : T → E ∪ {ε} assigns to each transition t ∈ T either a symbol from a

given alphabet E or the empty string ε.

4 Problem Setting

In this paper we solve the diagnosis problem for labeled PNs where faults can be modeled either

by unobservable transitions or by observable undistinguishable events, i.e., the same label may

be assigned to fault transitions and to transitions modeling regular observable behavior.

We denote To the set of transitions labeled with a symbol in E. Transitions in To are called

observable because when they �re their label can be observed. We assume that the same label

l ∈ E can be associated with more than one transition. In particular, two transitions t1, t2 ∈ To

are called undistinguishable if they share the same label, i.e., L(t1) = L(t2). The set of transitions
sharing the same label l is denoted Tl. The set of observable transitions is partitioned into two

subsets, namely

To = To,f ∪ To,reg

where

• To,f includes fault transitions that are observable,

6



• To,reg includes all transitions relative to observable and regular events.

In general transitions in To,f are undistinguishable with respect to transitions in To,reg because

they share the same label and it may occur that they are simultaneously enabled.

We denote Tu the set of transitions whose label is ε, i.e., Tu = {t ∈ T | L(t) = ε}. Transitions
in Tu are called unobservable or silent. The set of unobservable transitions is partitioned into

two subsets, namely

Tu = Tu,f ∪ Tu,reg

where

• Tu,f includes fault transitions,

• Tu,reg includes all transitions relative to unobservable but regular events.

The set of fault transitions

Tf = Tu,f ∪ To,f

is further partitioned into r di�erent subsets T i
f , where i = 1, . . . , r, that model the di�erent

fault classes.

In the following we denote Cu (Co, Co,f ) the restriction of the incidence matrix to Tu (To, To,f )

and denote nu, no and no,f , respectively, the cardinality of the sets Tu, To and To,f . Moreover,

given a sequence σ ∈ T ∗, Pu(σ), resp., Po(σ), Po,f (σ), denotes the projection of σ over Tu, resp.,

To, To,f .

5 Preliminary de�nitions and results

Let w = Po(σ) be the observed word of events associated with a sequence σ. Note that the length

of a sequence σ (denoted |σ|) is always greater than or equal to the length of the corresponding

word w (denoted |w|). In fact, if σ contains k′ transitions in Tu then |σ| = k′ + |w|.

De�nition 2 [3] Let ⟨N,M0⟩ be a labeled net system with labeling function L : T → E ∪ {ε},
where N = (P, T, Pre, Post) and T = To ∪ Tu. Let w ∈ E∗ be an observed word. We de�ne

S(w) = {σ ∈ L(N,M0) | Po(σ) = w}

the set of �ring sequences consistent with w ∈ E∗, and

C(w) = {M ∈ Nm | ∃ σ ∈ S(w) ∧M0[σ⟩M}

the set of markings consistent with w ∈ E∗. �

In plain words, given an observation w, S(w) is the set of sequences that may have �red, while

C(w) is the set of markings in which the system may actually be.
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To solve a diagnosis problem, it is essential to be able to compute the set of sequences and

markings consistent with a given observation w. In this section we recall some de�nitions and

results that are necessary to characterize these sets without resorting to explicit enumeration.

5.1 Minimal explanations and minimal e-vectors

De�nition 3 [5] Given a marking M and an observable transition t ∈ To, we de�ne

Σ(M, t) = {σ ∈ T ∗
u | M [σ⟩M ′, M ′ ≥ Pre(·, t)}

the set of explanations of t at M , and

Y (M, t) = π(Σ(M, t))

the e-vectors (or explanation vectors), i.e., �ring vectors associated with the explanations. �

Thus Σ(M, t) is the set of unobservable sequences whose �ring at M enables t. Among the above

sequences we want to select those whose �ring vector is minimal. The �ring vectors of these

sequences are called minimal e-vectors.

De�nition 4 [5] Given a marking M and a transition t ∈ To, we de�ne

Σmin(M, t) = {σ ∈ Σ(M, t) | @ σ′ ∈ Σ(M, t) :

π(σ′) � π(σ)}

the set of minimal explanations of t at M , and we de�ne

Ymin(M, t) = π(Σmin(M, t))

the corresponding set of minimal e-vectors. �

In [6] it was shown that, if the unobservable subnet is acyclic and backward con�ict-free, then

|Ymin(M, t)| = 1.

Di�erent approaches can be used to compute Ymin(M, t), e.g., [2, 13, 3]. In particular, in [3]

we proposed an approach that simply requires algebraic manipulations and is inspired by the

procedure proposed by Martinez and Silva [18] for the computation of minimal P-invariants.

In the case of labeled PNs what we observe are symbols in E. Thus, it is useful to compute the

following sets.

De�nition 5 [3] Given a marking M and an observation l ∈ E, we de�ne the set of minimal

explanations of l at M as

Σ̂min(M, l) = ∪t∈Tl
∪σ∈Σmin(M,t) (t, σ),

i.e., the set of pairs (transition labeled l, corresponding minimal explanation), and we de�ne the

set of minimal e-vectors of l at M as

Ŷmin(M, l) = ∪t∈Tl
∪e∈Ymin(M,t) (t, e),

i.e., the set of pairs (transition labeled l, corresponding minimal e-vector). �
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Thus, Σ̂min(M, l) is the set of pairs whose �rst element is the transition labeled l and whose second

element is the corresponding minimal explanation σ ∈ Σmin(M, t), namely the corresponding

sequence of unobservable transitions whose �ring at M enables l and whose �ring vector is

minimal. Moreover, Ŷmin(M, l) is the set of pairs whose �rst element is the transition labeled l

and whose second element is the �ring vector e ∈ Ymin(M, t) corresponding to the second element

in Σ̂min(M, l).

Obviously, Σ̂min(M, l) and Ŷmin(M, l) are a generalization of the sets of minimal explanations and

minimal e-vectors introduced for unlabeled PNs with unobservable transitions. Moreover, in the

above sets Σ̂min(M, l) and Ŷmin(M, l) di�erent sequences σ and di�erent e-vectors e, respectively,

could be associated in general with the same t ∈ Tl.

5.2 Basis markings and j-vectors

Given a sequence of observed events w ∈ E∗, a basis marking Mb is a marking reached from M0

with the �ring of the observed word w and all unobservable transitions whose �ring is strictly

necessary to enable w. Such a sequence of unobservable transitions is called justi�cation. Note

that, in general several sequences σo ∈ T ∗
o may correspond to the same w, i.e., there are several

sequences of observable transitions such that L(σo) = w that may have actually �red. Moreover,

in general, to any of such sequences σo a di�erent sequence of unobservable transitions interleaved

with it is necessary to make it �rable at the initial marking.

De�nition 6 Let ⟨N,M0⟩ be a net system with labeling function L : T → E ∪ {ε}, where
N = (P, T, Pre, Post) and T = To ∪ Tu. Let w ∈ E∗ be a given observation. We de�ne

Ĵ (w) = { (σo, σu), σo ∈ T ∗
o , L(σo) = w, σu ∈ T ∗

u |
[∃σ ∈ S(w) : σo = Po(σ), σu = Pu(σ)]∧
[̸ ∃σ′ ∈ S(w) : σo = Po(σ

′), σ′
u = Pu(σ

′)∧
π(σ′

u) � π(σu)]}

the set of pairs (sequence σo ∈ T ∗
o with L(σo) = w; corresponding justi�cation of w). Moreover,

we de�ne
Ŷmin(M0, w) = {(σo, y), σo ∈ T ∗

o ,L(σo) = w, y ∈ Nnu |
∃(σo, σu) ∈ Ĵ (w) : π(σu) = y}

the set of pairs (sequence σo ∈ T ∗
o with L(σo) = w; corresponding j-vector). �

In simple words, Ĵ (w) is the set of pairs whose �rst element is the sequence σo ∈ T ∗
o labeled w

and whose second element is the corresponding sequence of unobservable transitions interleaved

with σo whose �ring enables σo and whose �ring vector is minimal. The �ring vectors of these

sequences are called j-vectors.

De�nition 7 [3] Let ⟨N,M0⟩ be a net system with labeling function L : T → E ∪ {ε}, where
N = (P, T, Pre, Post) and T = To ∪ Tu. Let w be a given observation and (σo, σu) ∈ Ĵ (w) be
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a generic pair (sequence of observable transitions labeled w; corresponding justi�cation). The

marking

Mb = M0 + Cu · y + Co · y′, y = π(σu), y′ = π(σo),

i.e., the marking reached �ring σo interleaved with the justi�cation σu, is called basis marking

and y is called its j-vector (or justi�cation-vector). �

Obviously, because in general more than one justi�cation exists for a word w (the set Ĵ (w) is

generally not a singleton), the basis marking may be not unique as well.

Proposition 8 [3] Given a net system ⟨N,M0⟩ with labeling function L : T → E ∪ {ε}, where
N = (P, T, Pre, Post) and T = To ∪ Tu. Assume that the unobservable subnet is acyclic. Let

w = w′l be a given observation. It holds:

Ŷmin(M0, w
′l) = {(σo, y) | σo = σ′

ot ∧ y = y′ + e :

(σ′
o, y

′) ∈ Ŷmin(M0, w
′),

(t, e) ∈ Ŷmin(M
′
b, l) and L(t) = l},

where M ′
b = M0 + Cu · y′ + Co · π(σ′

o).

6 New de�nitions and characterization of the set of consistent

markings

In this section we �rst introduce some new de�nitions that are fundamental in the computation of

the diagnosis states. Then, we provide a linear algebraic characterization of the set of consistent

markings.

De�nition 9 Let ⟨N,M0⟩ be a net system with labeling function L : T → E ∪ {ε}, where
N = (P, T, Pre, Post) and T = To ∪ Tu. Let w ∈ E∗ be an observed word. We de�ne

M̄(w) = {(M,y, γ) | (∃σ ∈ S(w) : M0[σ⟩M) ∧
(∃(σo, σu) ∈ Ĵ (w) : σo = Po(σ),

σu = Pu(σ), y = π(σu)) ∧
σo,f = Po,f (σ), γ = π(σo,f )}

where γ = π(σo,f ) is called γ-vector of sequence σo,f . �

In simple words the set M̄(w) is the set of triples (basis marking, relative j-vector, relative γ-

vector) that are consistent with w ∈ E∗. It keeps track of all the information really signi�cant

when performing diagnosis in the considered framework, namely: the basis markings that can be

reached after the �ring of w, the �ring vectors relative to sequences of unobservable transitions

that may have �red to reach them, and the sequences of fault observable transitions that may

have actually �red.
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Figure 2: The PN system considered in Sections 6 to 8.

Example 10 Let us consider the Petri net system in Fig. 2. This net is similar to the one used

in [5]. It represents a production line processing damaged parts, namely metallic slabs where

two plates instead of one, have been placed in a wrong decentralized position. When a damaged

part is ready to be processed (tokens in p1) slabs and plates are separated (transition t1) and the

two plates are sent in the upper line (modeled by places p2, p3, p4, p5, p6), while the slab is sent

in the lower line (modeled by places p7, p8, p9, p10, p11). In the two lines parts are processed,

namely smoothed, cleaned up, painted and polished (this corresponds to the �ring of transitions

t2 and ε6 to ε12). In particular, in the upper line a signal is produced every time a part is painted

(part entering in p5). Finally one metallic plate is inserted in the slab in the correct position

(transition t5). The second plate is used again for other slabs, but this part of the process is not

modeled here. We assume that two di�erent fault behaviors (fault classes) may occur: (1) either

a plate of a di�erent type (e.g., di�erent material, or di�erent size) enters the upper line or a slab

is moved to the upper line (T 2
f = {t3, t4}); (2) a plate is moved to the lower line (T 1

f = {ε13}).

We assume that To = {t1, t2, t3, t4, t5}, To,reg = {t1, t2, t5}, To,f = {t3, t4} and Tu = {ε6, ε7, ε8, ε9,
ε10, ε11, ε12, ε13}, Tu,reg = {ε6, ε7, ε8, ε9, ε10, ε11, ε12}, Tu,f = {ε13}, where for a better under-

standing unobservable transitions have been denoted εi rather than ti. The labeling function is

de�ned as follows: L(t1) = a, L(t2) = L(t3) = L(t4) = b and L(t5) = c.

Let us assume w = a. In this case Ĵ (w) = {(t1, ε)}, Ŷmin(M0, w) = {(t1, 0⃗)}, σo,f,1 = Po,f (t1) =

ε, γ1 = π(σo,f,1) = [0 0]T . The set of basis markings is a singleton and is equal to M1
b =

[0 2 0 0 0 0 1 0 0 0 0 0 1 1]T , thus M̄(a) = {(M1
b , 0⃗, [0 0]T )}.

Now let w = ab. In this case Ĵ (w) = {(t1t2, ε6ε7), (t1t3, ε), (t1t4, ε9ε10ε11}, Ŷmin(M0, w) =

{(t1t2, e1), (t1t3, 0⃗), (t1t4, e2)}, where e1 = [1 1 0 0 0 0 0 0]T and e2 = [0 0 0 1 1 1 0 0]T ,

σo,f,1 = Po,f (t1t2) = ε, σo,f,2 = Po,f (t1t3) = t3, σo,f,3 = Po,f (t1t4) = t4, γ1 = π(σo,f,1) =

[0 0]T , γ2 = π(σo,f,2) = [1 0]T , γ3 = π(σo,f,3) = [0 1]T . The basis markings are respectivelyM2
b =

[0 1 0 0 1 0 1 0 0 0 0 0 1 1]T , M3
b = [0 2 0 0 1 0 1 0 0 0 0 0 1 0]T , M4

b = [0 2 0 0 1 0 0 0 0 0 0 0 0 1]T .

Thus M̄(ab) = {(M2
b , e1, [0 0]T ), (M3

b , 0⃗, [1 0]T ), (M4
b , e2, [0 1]T )}. �

In the rest of the paper we assume that the following assumption holds:

(A) The unobservable subnet is acyclic.

Under assumption (A) the set M̄(w) can be recursively constructed using the following algorithm.
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Algorithm 11 [Computation of the set M̄(w)]

1. Let w = ε.

2. Let M̄(w) = {(M0, 0⃗, 0⃗)}.
3. Wait until a new label l is observed.

4. Let w′ = w and w = w′l.

5. Let M̄(w) = ∅.
6. For all M ′ such that (M ′, y′, γ′) ∈ M̄(w′) , do

6.1. for all t ∈ Tl, do

6.1.1. for all e ∈ Ymin(M
′, t), do

6.1.1.1. let M = M ′ + Cu · e+ C(·, t),
6.1.1.2. for all y′ such that (M ′, y′, γ′) ∈ M̄(w′), do

6.1.2.1. let y = y′ + e,

6.1.2.2. if t ∈ To,f , let γ = γ + t⃗,

6.1.2.3. let M̄(w) = M̄(w) ∪ {(M,y, γ)}.
7. Goto Step 3.

�

In simple words, the above algorithm can be explained as follows. We assume that a certain

word w (that is equal to the empty string at the initial step) has been observed. Then, a new

observable t �res and we observe its label l = L(t). We consider all basis markings at the

observation w′ before the �ring of t, and we select among them those that may have allowed

the �ring of at least one transition t ∈ Tl, also taking into account that this may have required

the �ring of appropriate sequences of unobservable transitions. In particular, we focus on the

minimal explanations, and thus on the corresponding minimal e-vectors (Step 6.1.1). Finally, we

update the set M̄(w) including all triples of new basis markings, j-vectors and γ-vectors, taking

into account that for each basis marking at w′ it may correspond more than one j-vector and

more than one γ-vector.

De�nition 12 Let ⟨N,M0⟩ be a net system where N = (P, T, Pre, Post) and T = To ∪ Tu.

Assume that the unobservable subnet is acyclic. Let w ∈ T ∗
o be an observed word. We denote

Mbasis(w) = {M ∈ Nm | ∃y ∈ Nnu , ∃γ ∈ Nno,f ,

(M,y, γ) ∈ M̄(w)}

the set of basis markings at w. Moreover, we denote

Mbasis =
∪

w∈T ∗
o

Mbasis(w)

the set of all basis markings for any observation w. �

Note that if the net system is bounded then the setMbasis is �nite being the set of basis markings

a subset of the reachability set.

Finally, the set of consistent markings in terms of basis markings can be characterized as follows.

12



Theorem 13 [3] Let us consider a net system ⟨N,M0⟩ whose unobservable subnet is acyclic.

For any w ∈ E∗ it holds that

C(w) = {M ∈ Nm | M = Mb + Cu · y : y ≥ 0⃗,

Mb ∈ Mbasis(w)}.

7 Diagnosis using Petri nets

In this section we solve the diagnosis problem, i.e., the problem of identifying the occurrence

of a fault given an observation, in the setting introduced in Section 4. The following de�nition

introduces the notion of diagnoser.

De�nition 14 A diagnoser is a function ∆ : E∗×{T 1
f , T

2
f , . . . , T

r
f } → {0, 1, 2, 3} that associates

with each observation w ∈ E∗ and with each fault class T i
f , i = 1, . . . , r, a diagnosis state.

• ∆(w, T i
f ) = 0 if for all σ ∈ S(w) and for all tf ∈ T i

f it holds tf ̸∈ σ.

In such a case the ith fault cannot have occurred, because none of the �ring sequences consistent

with the observation contains fault transitions of class i.

• ∆(w, T i
f ) = 1 if:

(i) there exist σ ∈ S(w) and tf ∈ T i
f such that tf ∈ σ but

(ii) for all (σo, σu) ∈ Ĵ (w) and for all tf ∈ T i
f it holds that tf ̸∈ σu and tf ̸∈ σo.

In such a case a fault transition of class i may have occurred but it is neither contained in any

justi�cation of w, nor it is contained in a sequence of observed transitions labeled w.

• ∆(w, T i
f ) = 2 if there exist (σo, σu), (σ

′
o, σ

′
u) ∈ Ĵ (w) such that

(i) there exists tf ∈ T i
f such that: either tf ∈ σu or tf ∈ σo (or both);

(ii) for all tf ∈ T i
f , tf ̸∈ σ′

u and tf ̸∈ σ′
o.

In such a case a fault transition of class i is either contained in one justi�cation of w or in a

sequence of observable transitions labeled w (or both), but there also exists at least one other

sequence of transitions that is consistent with the observation w, that does not contain fault

transitions and whose justi�cations do not contain fault transitions as well.

• ∆(w, T i
f ) = 3 if for all σ ∈ S(w) there exists tf ∈ T i

f such that tf ∈ σ.

In such a case the ith fault must have occurred, because all �rable sequences consistent with the

observation contain at least one fault in T i
f . �

The following example clari�es the notion of diagnoser.

Example 15 Let us consider the PN in Fig. 2 previously introduced in Example 10, where

T 1
f = To,f = {t3, t4} and T 2

f = Tu,f = {ε13}.
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Let us �rst assume that no event is observed, i.e., w = ε. Then ∆(w, T 1
f ) = ∆(w, T 2

f ) = 0, being

Ĵ (w) = {(ε, ε)} and S(w) = {ε}. This means that no fault may have occurred.

Let us now observe w = a. Then ∆(w, T 1
f ) = 0 and ∆(w, T 2

f ) = 1, being Ĵ (w) = {(t1, ε)} and

t1ε6ε13 ∈ S(w). This means that the fault transition ε13 belonging to the second fault class may

have occurred (but it is not contained in any justi�cation), while no fault of the �rst fault class

may have occurred.

Finally, let w = ab. Then∆(w, T 1
f ) = 2 and∆(w, T 2

f ) = 1, being Ĵ (w) = {(t1t2, ε6ε7), (t1t3, ε), (t1t4, ε9ε10ε11}
and t1ε6ε13t3 ∈ S(w). In fact, for the �rst fault class a fault transition is contained in a sequence

of observable transitions labeled w but there also exist one other sequence of transitions that is

consistent with the observation w, that does not contain fault transitions (since the �rst fault

class contains no unobservable fault transitions there is no need to check also the justi�cations);

while for the second fault class the fault transition ε13 may have occurred but it is not contained

in any justi�cation. �

The following proposition presents how the diagnosis states can be characterized analyzing basis

markings and justi�cations.

Proposition 16 Consider an observed word w ∈ E∗.

• ∆(w, T i
f ) ∈ {0, 1} i� for all (M,y, γ) ∈ M̄(w) it holds that: for all tf ∈ T i

f ∩ Tu,f , y(tf ) = 0,

and for all tf ∈ T i
f ∩ To,f , γ(tf ) = 0.

• ∆(w, T i
f ) = 2 i� there exist (M,y, γ) ∈ M̄(w) and (M ′, y′, γ′) ∈ M̄(w) such that:

(i) either there exists tf ∈ T i
f ∩ Tu,f such that y(tf ) > 0 or there exists tf ∈ T i

f ∩ To,f such that

γ(tf ) > 0 (or both),

(ii) for all tf ∈ T i
f ∩ Tu,f it is y′(tf ) = 0, and for all tf ∈ T i

f ∩ To,f it is γ′(tf ) = 0.

• ∆(w, T i
f ) = 3 i� for all (M,y, γ) ∈ M̄(w) either there exists tf ∈ T i

f ∩ Tu,f such that y(tf ) > 0

or there exists tf ∈ T i
f ∩ To,f such that γ(tf ) > 0 (or both).

Proof By De�nition 14, ∆(w, T i
f ) = 0 i� no fault transition tf ∈ T i

f is contained in any �ring

sequence that is consistent with w, while ∆(w, T i
f ) = 1 i� no fault tf ∈ T i

f is contained in any

justi�cation of w and no observed label in w may correspond to a transition in T i
f∩To,f , but there

exists at least one sequence that is consistent with w that contains a transition tf ∈ T i
f ∪ Tu,f .

Therefore, a necessary and su�cient condition to have ∆(w, T i
f ) ∈ {0, 1} is that for all j-vectors

y at w and all tf ∈ T i
f it is y(tf ) = 0 and γ(tf ) = 0, thus proving the �rst item.

Analogously, ∆(w, T i
f ) = 2 either if a transition tf ∈ T i

f is contained in at least one (but not

in all) justi�cation of w, or at least one (but not all) sequence of observable transitions that

may have actually �red contains a transition in T i
f ∩ To,f , or both cases occur. Thus, to have

∆(w, T i
f ) = 2 it is necessary and su�cient that either there exists at least one j-vector y or at

least one γ-vector γ (or both) that contain at least one transition tf ∈ T i
f , and one j-vector y′

and the corresponding γ-vector γ′ that do not contain transitions tf ∈ T i
f , thus proving the

second item.
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Finally, given an observed word w and a fault class T i
f we have∆(w, T i

f ) = 3 if all �rable sequences

consistent with w contain at least one fault transition tf ∈ T i
f . Thus, to have ∆(w, T i

f ) = 3 it is

necessary and su�cient that either all the justi�cations contain at least one transition tf ∈ T i
f ,

or all the γ-vectors relative to justi�cations containing no transition in T i
f , contain themselves a

transition in T i
f (or both conditions hold). This proves the third item. �

In plain words, the diagnosis state ∆(w, T i
f ) is either 0 or 1 i� for all triples (M,y, γ) consistent

with w both y and γ have null entries associated with fault transitions in the ith class. The

diagnosis state ∆(w, T i
f ) is equal to 2 i� either a justi�cation or a γ-vector (or both) contain a

non null entry relative to a transition in the ith fault class, but there also exists at least a triple

(M ′, y′, γ′) consistent with w such that both y′ and γ′ do not contain fault transitions in the ith

class. Finally, ∆(w, T i
f ) is equal to 3 i� for all triples (M,y, γ) consistent with w either y or γ

(or both) are non null for at least one entry relative to a fault transition in the ith class.

The following proposition shows how to distinguish between diagnosis states 0 and 1.

Proposition 17 For a PN whose unobservable subnet is acyclic, let w ∈ E∗ be an observed

word such that for all (M,y, γ) ∈ M̄(w) it holds y(tf ) = 0 ∀ tf ∈ T i
f ∩ Tu,f and γ(tf ) = 0

∀ tf ∈ T i
f ∩ To,f . Let us consider the constraint set

T (M,T i
f ) =


M + Cu · z ≥ 0⃗,∑
tf∈T i

f

z(tf ) > 0,

z ∈ Nnu .

(1)

• ∆(w, T i
f ) = 0 if ∀ (M,y, γ) ∈ M̄(w) the constraint set (1) is not feasible.

• ∆(w, T i
f ) = 1 if ∃ (M,y, γ) ∈ M̄(w) such that the constraint set (1) is feasible.

Proof Let w ∈ E∗ be an observed word such that ∀(M,y, γ) ∈ M̄(w) it is y(tf ) = 0 ∀ tf ∈ T i
f∩Tu,f

and γ(tf ) = 0 ∀ tf ∈ T i
f ∩ To,f . By De�nition 14 it immediately follows that:

• ∆(w, T i
f ) = 0 if ∀(M,y, γ) ∈ M̄(w) and ∀tf ∈ T i

f there does not exist a sequence σ ∈ T ∗
u

such that M [σ⟩ and tf ∈ σ;

• ∆(w, T i
f ) = 1 if ∃ at least one (M,y, γ) ∈ M̄(w) and a sequence σ ∈ T ∗

u such that for at

least one tf ∈ T i
f , M [σ⟩ and tf ∈ σ.

Now, if a PN is acyclic the state equation gives necessary and su�cient conditions for marking

reachability [19]. Therefore, being the unobservable subnet acyclic, the set T (M,T i
f ) character-

izes the reachability set of the unobservable net at marking M via �ring sequences that contain

at least one faulty transition. Thus, due to this fact and the above two items, we can conclude

that there exists a sequence containing a transition tf ∈ T i
f �rable at M on the unobservable

subnet if and only if T (M,T i
f ) is feasible. �
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In plain words, the diagnosis state ∆(w, T i
f ) is equal to 0 if for all triples (M,y, γ) consistent

with w, the constraint set (1) is unfeasible, namely starting from any M there does not exist a

�rable sequence of unobservable transitions containing a fault transition in the ith class. If this

is not the case ∆(w, T i
f ) is equal to 1.

On the basis of the above two results, if the unobservable subnet is acyclic, diagnosis may

be carried out by simply looking at the set M̄(w) for any observed word w and, should the

diagnosis state be either 0 or 1, by additionally evaluating the feasibility of the corresponding

integer constraint set (1).

Example 18 Let us consider again the PN in Fig. 2 where T 1
f = To,f = {t3, t4} and T 2

f = Tu,f =

{ε13}.

Let w = a. In this case M̄(w) = {(M1
b , 0⃗, [0 0]T )}, where M1

b is reported in Example 10, and

T (M1
b , T

i
f ) is not feasible for T

i
f = T 1

f while it is feasible for T i
f = T 2

f . Thus it is ∆(w, T 1
f ) = 0

and ∆(w, T 2
f ) = 1.

Let w = ab. It is∆(w, T 1
f ) = 2 and∆(w, T 2

f ) = 1 being M̄(w) = {(M2
b , e1, [0 0]

T ), (M3
b , 0⃗, [1 0]

T ),

(M4
b , e2, [0 1]T )}, where M2

b ,M
3
b ,M

4
b , e1 and e2 are reported in Example 10, and T (M i

b , T
2
f ) is

feasible for i ∈ {3, 4}. �

8 Basis Reachability Graph

In this section we show that, as in the case where fault events may only correspond to silent

events [5, 3], if the considered net system is bounded, the most burdensome part of the procedure

can be moved o�-line de�ning a graph called Basis Reachability Graph (BRG).

De�nition 19 The BRG is a deterministic graph that has as many nodes as the number of

possible basis markings.

To each node is associated a di�erent basis marking M and a row vector with as many entries

as the number of fault classes. The i-th entry of this vector may only take binary values: 1 if

T (M,T i
f ) is feasible, 0 otherwise.

Arcs are labeled with observable events in E, e-vectors and vectors z ∈ {0, 1}no,f where z are

binary vectors with as many entries as the number no,f of transitions in To,f : if the current

label l is relative to a transition t ∈ To,f , then the only non zero entry of z is z(t), otherwise if

t ∈ To,reg, z is a zeros' vector. More precisely, an arc exists from a node containing the basis

marking M to a node containing the basis marking M ′ if and only if there exists a transition

t for which an explanation exists at M and the �ring of t and one of its minimal explanations

leads to M ′. The arc going from M to M ′ is labeled (L(t), e, z), where e ∈ Ymin(M, t) and

M ′ = M + Cu · e+ C(·, t). �

Note that the number of nodes of the BRG is always �nite being the set of basis markings a

subset of the set of reachable markings, that is �nite being the net bounded. Moreover, the row
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vector of binary values associated with the nodes of the BRG allows us to distinguish between

the diagnosis state 1 or 0.

The main steps for the computation of the BRG in the case of labeled PNs are summarized in

the following algorithm.

Algorithm 20 [Computation of the BRG]

1. Label the initial node (M0, x0) where ∀i = 1, . . . , r,

x0(T
i
f ) =

{
1 if T (M0, T

i
f ) is feasible,

0 otherwise.

Assign no tag to it.

2. While nodes with no tag exist

select a node with no tag and do

2.1. let M be the marking in the node (M,x),

2.2. for all l ∈ E

2.2.1. for all t : L(t) = l ∧ Ymin(M, t) ̸= ∅, do
• for all e ∈ Ymin(M, t), do

• let M ′ = M + Cu · e+ C(·, t),
• if @ a node (M,x) with M = M ′, do

• add a new node to the graph containing

(M ′, x′) where ∀i = 1, . . . , r,

x′(T i
f ) =

{
1 if T (M ′, T i

f ) is feasible,

0 otherwise.

and arc (l, e, z) from (M,x) to (M ′, x′)

where ∀i = 1, . . . , r, zi =

{
1 if t ∈ To,f

0 otherwise

• else

• add arc (l, e, z) from (M,x) to (M ′, x′)

if it does not exist yet

where ∀i = 1, . . . , r, zi =

{
1 if t ∈ To,f

0 otherwise

2.3. tag the node "old".

3. Remove all tags. �

The algorithm constructs the BRG starting from the initial node to which it corresponds the

initial marking and a binary vector de�ning which classes of fault may occur at M0. Now, we

consider all the labels l ∈ E such that there exists a transition t with L(t) = l for which a minimal

explanation at M0 exists. For any of these transitions we compute the marking resulting from

�ring t at M0+Cu ·e, for any e ∈ Ymin(M0, t). If a pair (marking, binary vector) not contained in

the previous nodes is obtained, a new node is added to the graph. The arc going from the initial

node to the new node is labeled (l, e, z) where z keeps track of the label l that may be associated

with a fault transition. The procedure is iterated until all basis markings have been considered.

Note that, our approach always requires to enumerate a state space that is a subset (usually
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Figure 3: The BRG of the PN in Fig. 2.

a strict subset) of the reachability space. However, as in general for diagnosis approaches, the

combinatory explosion cannot be avoided.

Example 21 Let us consider again the PN system in Fig. 2 where To = {t1, t2, t3, t4, t5}, To,reg =

{t1, t2, t5}, To,f = {t3, t4}, Tu = {ε6, ε7, ε8, ε9, ε10, ε11, ε12, ε13}, Tu,reg = {ε6, ε7, ε8, ε9, ε10, ε11, ε12},
Tu,f = {ε13} and T 1

f = To,f = {t3, t4} and T 2
f = Tu,f = {ε13}. The labeling function is de�ned

as follows: L(t1) = a, L(t2) = L(t3) = L(t4) = b and L(t5) = c.

The BRG is shown in Fig. 3 where the nodes and arcs are described in Tables 1 and 2. For

simplicity of notation, to the ith node it corresponds the ith basis marking. Each node contains

a di�erent basis marking and a two entries vector, because there are two fault classes. The

�rst entry is always equal to 0 because T (M i
b , T

1
f ) is not feasible for all M

i
b since the �rst fault

class does not contain unobservable faulty transitions. As an example, [0 0] is associated with

M0
b because T (M0

b , T
2
f ) is not feasible, while [0 1] is associated with M1

b because T (M1
b , T

2
f ) is

feasible. Node 1 has three di�erent output arcs labeled b. Arc b1 goes from node 1 to node 3,

b2 goes from 1 to 4 and b3 goes from 1 to 5. This means that basis markings M3
b ,M

4
b ,M

5
b are

reached �ring a transition labeled b at M1
b : M3

b is reached �ring t2 ∈ To,reg while M4
b and M5

b

are respectively reached �ring t3 and t4 ∈ To,f , thus zb1 = [0 0]T , zb2 = [1 0]T and zb3 = [0 1]T .

�

The following algorithm summarizes the main steps of the on-line diagnosis carried out by looking

at the BRG.

Algorithm 22 [Diagnosis using the BRG]

1. Let w = ε.

2. Let M̄(w) = {(M0, 0⃗, 0⃗)}.
3. Wait until a new observable transition �res.

Let l be the observed event.

18



Node Basis Marking x

0 [1 0 0 0 0 0 0 0 0 0 0 0 1 1]T [0 0]

1 [0 2 0 0 0 0 1 0 0 0 0 0 1 1]T [0 1]

2 [1 0 0 0 1 0 0 0 0 0 0 0 1 0]T [0 0]

3 [0 1 0 0 1 0 1 0 0 0 0 0 1 1]T [0 1]

4 [0 2 0 0 1 0 1 0 0 0 0 0 1 0]T [0 1]

5 [0 2 0 0 1 0 0 0 0 0 0 0 0 1]T [0 0]

6 [0 0 0 0 2 0 1 0 0 0 0 0 1 1]T [0 0]

7 [0 1 0 0 2 0 1 0 0 0 0 0 1 0]T [0 1]

8 [0 1 0 0 2 0 0 0 0 0 0 0 0 1]T [0 0]

9 [0 1 0 0 0 0 0 0 0 0 0 1 1 1]T [0 1]

10 [0 0 0 0 0 0 1 0 0 0 0 1 0 1]T [0 0]

11 [0 2 0 0 2 0 0 0 0 0 0 0 0 0]T [0 0]

12 [0 2 0 0 0 0 0 0 0 0 0 1 1 0]T [0 1]

13 [0 1 0 0 0 0 1 0 0 0 0 1 0 0]T [0 0]

14 [0 0 0 0 3 0 1 0 0 0 0 0 1 0]T [0 0]

15 [0 0 0 0 3 0 0 0 0 0 0 0 0 1]T [0 0]

16 [0 0 0 0 1 0 0 0 0 0 0 1 1 1]T [0 0]

17 [0 1 0 0 3 0 0 0 0 0 0 0 0 0]T [0 0]

18 [0 1 0 0 1 0 0 0 0 0 0 1 1 0]T [0 1]

19 [0 0 0 0 1 0 1 0 0 0 0 1 0 0 ]T [0 0]

20 [0 0 0 0 4 0 0 0 0 0 0 0 0 0]T [0 0]

21 [0 0 0 0 2 0 0 0 0 0 0 1 1 0]T [0 0]

22 [0 0 0 0 0 0 0 0 0 0 0 2 0 0]T [0 0]

Table 1: The nodes of the BRG in Fig. 3.

Arc Name Trans. label e-vector z

a a [0 0 0 0 0 0 0 0]T [0 0]T

b1 b [1 1 0 0 0 0 0 0]T [0 0]T

b2 b [0 0 0 0 0 0 0 0]T [1 0]T

b3 b [0 0 0 1 1 1 0 0]T [0 1]T

c1 c [0 0 1 1 1 1 1 0]T [0 0]T

c2 c [1 0 1 0 1 1 1 1]T [0 0]T

Table 2: The arcs of the BRG in Fig. 3.
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4. Let w′ = w and w = w′l.

5. Let M̄(w) = ∅, [Computation of M̄(w)]

6. For all nodes containing M ′ : (M ′, y′, γ′) ∈ M̄(w′), do

6.1. for all arcs exiting from the node with M ′, do

6.1.1. let M be the marking of the output node,

e be the minimal e-vector on the edge, and

z be the third vector on the edge (see Def. 19)

from M ′ to M ,

6.1.2. for all y′ such that (M ′, y′, γ′) ∈ M̄(w′), do

6.1.2.1. let y = y′ + e,

6.1.2.2. let γ = γ′ + z,

6.1.2.3. let M̄(w) = M̄(w) ∪ {(M,y, γ)},
7. for all i = 1, . . . , r, do

[Computation of the diagnosis states]

7.1. if ∀ (M,y, γ) ∈ M̄(w) and

∀tf ∈ T i
f it is y(tf ) = 0 and γ(tf ) = 0, do

7.1.1. if ∀ (M,y, γ) ∈ M̄(w) it holds x(i) = 0,

where x is the binary vector in node M , do

7.1.1.1. let ∆(w, T i
f ) = 0,

7.1.2. else

7.1.2.1. let ∆(w, T i
f ) = 1,

7.2. if ∃ (M,y, γ) ∈ M̄(w) and (M ′, y′, γ′) ∈ M̄(w)

s.t.:

(i) ∃tf ∈ T i
f such that y(tf ) > 0 or γ(tf ) > 0,

or both,

(ii) ∀tf ∈ T i
f , y

′(tf ) = 0 and γ′(tf ) = 0, do

7.2.1. let ∆(w, T i
f ) = 2,

7.3. if ∀ (M,y, γ) ∈ M̄(w) ∃tf ∈ T i
f : y(tf ) > 0

or γ(tf ) > 0 (or both), do

7.3.1. let ∆(w, T i
f ) = 3.

8. Goto Step 3. �

Steps 1 to 6 of Algorithm 22 enable us to compute the set M̄(w).

Step 7 of Algorithm 22 computes the diagnosis state. Let us consider the generic ith fault class. If

∀(M,y, γ) ∈ M̄(w) and ∀tf ∈ T i
f it holds y(tf ) = 0 and γ(tf ) = 0, we have to check the ith entry

of all the binary row vectors associated with the basis markings M , such that (M,y, γ) ∈ M̄(w).

If the ith entry is equal to 0, we set ∆(w, T i
f ) = 0, otherwise we set ∆(w, T i

f ) = 1. On the other

hand, if there exists at least one triple (M,y, γ) ∈ M̄(w) with either y(tf ) > 0 or γ(tf ) > 0 (or

both) for any tf ∈ T i
f , and there exists at least one triple (M ′, y′, γ′) ∈ M̄(w) with y(tf ) = 0

and γ(tf ) = 0 for all tf ∈ T i
f , then ∆(w, T i

f ) = 2. Finally, if for all triples (M,y, γ) ∈ M̄(w),

either y(tf ) > 0 or γ(tf ) > 0 (or both) for any tf ∈ T i
f , then ∆(w, T i

f ) = 3.

The following example shows how to perform diagnosis on-line simply looking at the BRG.
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Example 23 Let us consider again the PN system in Fig. 2. Its BRG has 23 nodes and is

reported in Fig. 3.

Let w = ε. By looking at the BRG we establish that ∆(ε, T i
f ) = 0 for i = {1, 2} being the vector

x associated with M0 equal to [0 0].

Now, let us consider w = b. In such a case M̄(w) = {(M2
b , 0⃗, [1 0]T )}, where M2

b is the basis

marking contained in node 2 of Table 1 and x(2) = 0 for M2
b . Thus ∆(b, T 1

f ) = 3 and ∆(b, T 2
f ) =

0.

Finally, for w = ab it holds∆(ab, T 1
f ) = 2 and∆(ab, T 2

f ) = 1. In fact M̄(w) = {(M3
b , [1 1 0 0 0 0 0 0]

T ,

[0 0]T ), (M4
b , 0⃗, [1 0]T ), (M5

b , [0 0 1 1 1 0 0 0]T , [0 1]T )} and x(2) = 1 for both M3
b and M4

b , where

M3
b ,M

4
b and M5

b are respectively contained in nodes 3, 4 and 5. �

Remark 24 The main contribution of this paper consists in generalizing the problem statement

and consequently, the approach in [3] assuming that undistinguishable observable transitions

may also model faults. In terms of computational complexity, its advantage with respect to

other approaches in the literature, is exactly the same we already discussed in [3], that consists

in the fact that we do not need an exhaustive enumeration of the set of markings consistent with

a given observation, but we only need to enumerate the set of basis markings, that is a subset,

of it.

Example 23 clearly shows this. Indeed, it can be veri�ed using the software in [20] that the

number of nodes of the reachability graph is equal to 510, while the number of basis markings is

equal to 23. A detailed discussion in this respect has been recently proposed in [3] and we do not

report it here to avoid repeating material already published. In particular, in [3] we considered a

parametric example, where increasing values of the parameters correspond to larger reachability

sets and larger sets of basis markings. However, the number of basis markings never exceeds the

value of 17, 500 for the considered sets of parameters, while the cardinality of the reachability

set may reach orders of 1, 400, 000. Such a discussion also applies to the case at hand since the

number of nodes of the BRG in [3] and in this paper are the same. The di�erence is in the

information associated with arcs. �

9 Conclusions and future work

This paper presents a diagnosis approach for labeled PNs based on the notion of basis markings

that enables us to avoid an exhaustive enumeration of the reachability set. The proposed ap-

proach applies to all bounded and unbounded PN systems whose unobservable subnet is acyclic.

Moreover, if we consider bounded net systems the most burdensome part of the procedure may

be moved o�-line computing the Basis Reachability Graph.

The main di�erence with respect to our previous works in this framework is that now fault transi-

tions do not necessarily correspond to silent events, but may also be observable undistinguishable

events, i.e., they share the same label with transitions belonging to di�erent fault classes and/or
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with transitions modeling regular behavior.

Our future work will be that of studying distributed diagnosis and diagnosability analysis proce-

dures in the considered framework, i.e., assuming that faults may also be modeled as observable

but undistinguishable transitions.
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