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Abstract

In this paper we realize the design of a mized suspension system (an actuator in tandem
with a conventional passive suspension) for the axletree of a road vehicle based on a linear
model with four degrees of freedom. We propose an optimal control law that aims to optimize
the suspension performance while ensuring that the magnitude of the forces generated by
the two actuators and the total forces applied between wheel and body never exceed given
bounds. The solution we derive takes the form of an adaptive control law that switches
between different constant state feedback gains. The results of our simulations show that the
bound on the active forces is a design parameter useful for establishing a trade-off between
performance and power requirement.
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1 Introduction

The suspension system of most vehicles is purely passive, i.e., can be schematized as composed
of passive elements, e.g., dampers and springs.

In an active suspension the interaction between vehicle body and wheel is regulated by an actua-
tor of variable length. The actuator is usually hydraulically controlled and applies between body
and wheel a force that represents the control action generally determined with an optimization

procedure.

Active suspensions [3, 9, 16] have better performance than passive suspensions [2, 10]. However,
the associated power, that must be provided by the vehicle engine, may reach the order of
several 10 kW [7] depending on the required performance. As a viable alternative to a purely
active suspension system, the use of mized active—passive suspensions (an actuator in parallel
with a passive suspension) has been considered [1, 5, 7, 8, 11, 14]. Such a system requires a
lower power controller. Furthermore, even in case of malfunctioning of the active subsystem the

vehicle needs not halt because the passive suspension can still function.

In this paper we first consider a linear mathematical model of the axletree suspension system
schematized in figure 1. Then, we propose an optimal control law for tandem active-passive
suspensions that aims to optimize the system performance while ensuring that the magnitude
of the forces generated by the actuators never exceed a desired value uy.x and the magnitude
of the total forces applied between wheel and body never exceed a desired value w7 qz. The
performance that can be taken into account with this model includes the decoupling between
unsprung and sprung mass (the suspension aims to making the body of the vehicle less sensitive
to the disturbances generated by the road profile acting on the wheel) and the minimization of
the rolling behaviour. ...............

This optimization problem takes the form:

min J = Y52 2" (k) Qa(k)

s.t.

(a) x(k+1) = Gx(k) + Hu(k) (1)
(b) lu; (k)| < umax, ©=1,2

(b/) |u2(k) - upz(k)| < UT max > 1= 17 2

where « is the system state, w is a vector whose components are the control forces provided
by the actuators, u, = —k,x is a vector whose components are the forces generated by the
passive suspensions, and ur = u — k,x is the vector of total forces. The optimal solution of
this problem is denoted u*.

The performance of the suspension system is related to the minimization of the term z’ Q.
The constraint (b) on the active forces limits the maximal force required from each controller,
i.e., it leads to the choice of suitable actuators. The constraint (b’) on the total forces bounds
the acceleration of the sprung masses so as to ensure the comfort of passengers. Furthermore,
this second constraint reduces the risk of loss of contact between wheel and road: in fact, the
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Figure 1: Mized suspension.

loss of contact is possible when the sum of the total force ur acting on the wheel and of its
inertial force is directed upwards and has a magnitude greater than the weight resting on the
wheel (that is not explicitly represented in the variation model we consider).

The main problem with this approach is that in general the law u* cannot be implemented as
a feedback law with constant gains and it is difficult to compute [17]. Thus its implementation
on on-board controllers is difficult at present time.

A valid solution to an optimization problem of the form (1) with only one constraint of the form
(b) and with scalar input wu, has been proposed by Yoshida et al. in [18, 19]. The proposed
methodology consists in the approximation of the optimal law u* by means of an adaptive
controller that switches between different constant state feedback gains. Each k, is the state
feedback gain that gives the unconstrained optimal feedback law that minimizes a performance
index of the form

1o =Y 02" (H)Qa(k) + ru’(k)
k=0

where g belongs to a discrete set. Yoshida provides a simple algorithm for choosing the suitable
o (i.e., suitable gains) as a function of the present system state while always ensuring that
[u| < Umax holds. When the system state is far from the origin a large o (i.e., small gains)
is selected, while for small disturbances a small p (i.e., large gains) may be used. Yoshida’s
procedure can also ensure the stability of the gain—scheduled system: this is an important issue
because in general stability of a system controlled by gain—scheduling is difficult to prove [15].

In this paper we show how Yoshida’s procedure can be extended to more general optimization
problems where the input is not necessarily a scalar entry and more than one constraint is
present, each constraint being in general a linear combination of the input and of the state, as
it is the case with constraint (b’) of (1). We call the corresponding law Optimal Gain Switching
(OGS) and denote it upgs.

The results of the numerical simulations we have performed and that are discussed in Section 5



show that the optimal control laws u* and upgg are very similar and the corresponding evolution
of the suspension systems are almost identical. Thus the procedure we propose is a viable
alternative to solve optimization problems of the form (1).

When compared with the LQR controller [1, 3, 14, 16], the OGS controller has two fundamental
advantages. Firstly, it ensures a bound on the magnitude of the forces that each actuator needs
to provide. As we impose more strict bounds on the magnitude of the active forces, we have worse
performance in terms of sprung mass displacement. Thus, this bound can be seen as a design
parameter to establish a trade-off between good performance and power requirement. Secondly,
while LQR controllers realize a particular trade-off between performance (term x”Qz) and
comfort (that depends on the total forces), the OGS controllers adapt the trade-off to different
road conditions and car velocities, applying different control laws depending on the magnitude
of the disturbance.

The need for adaptive suspensions is deeply felt in many applications such as Sport Utility
Vehicles (SUV), a class of vehicles that is gaining more and more market shares both in USA
and Europe. It is desirable that such a vehicle behaves as a normal car on-road, while offering
the same performance of an off-road vehicle on a rough profile. The approach proposed in this
paper answers to this need, because it leads to design a suspension that is not too soft for small
disturbances, and not too stiff for large disturbances.

An OGS-based control law was also used in [6] to design a semi-active suspension system where
the target law is approximated by controlling the damper coefficient of the suspension. In the
present paper there are three main extensions with respect to [6]: an axle-tree model rather than
a simpler quarter-car model; the use of a tandem suspension rather than a semi-active one; the
generalization of the OGS procedure to multiple constraints on both inputs and state variables.

The paper is structured as follows. In Section 2 we recall the fundamental steps of the OGS
procedure in the case of a single constraint which limits the magnitude of a linear combination
of the input and of the state, and show how it can be extended to the solution of a more
general problem with multiple constraints. In Section 3 we present the dynamical model of
the suspension system. Section 4 shows how this procedure can be used to design a tandem
active-passive suspension. Section 5 presents the results of some numerical simulations. In
particular, we show how the bound on the active forces can be seen as a design parameter
useful for establishing a trade—off between performance and power requirement. The results of
a simulation where the road profile is taken into account as an external disturbance are also
presented. Conclusions are drawn in Section 6. Finally, in the Appendix we have reported the
algorithm used to compute the optimal law w* whose performance are considered as a reference
for the upgs law. This algorithm is the extension to the multiconstraint and vectorial input
case of an algorithm by Yoshida [20].



2 Optimal Gain Switching Procedure
Let
x(k+1) = Gx(k) + Hu(k) (2)

be a linear time-invariant dynamic system, where & € R" is the system’s state, u € R™ is the
system input, G € R"*™ and H € R"*™,

Let us consider the following optimization problem:

min J = ZwT(k)Q:n(k),
k=0

s.t. (3)
(a) z(k+1) = Gx(k) + Hu(k)
(b) ol u(k) + B (k)| <~ k>0, j=1,....,p,

where @ is positive semidefinite, aj € R™ and 8; € R". In this problem, in addition to
constraint (a) that represents the system’s dynamics, we have p constraints of the form (b):
each one limits the magnitude of a linear combination of the input and of the state entries.

This optimal control problem has already been studied in the particular case of a scalar input
and a single constraint (p = 1) on the input magnitude (o3 = 1, B; = 0). In such a case the
constraint takes the simpler form:

u(k)] <~ k> 0. (4)

Wonham and Johnson [17] demonstrated that in this case the optimal solution u*(-) does not
correspond in general to a feedback control law and furthermore, its computation is quite bur-
densome. Yoshida et al. [18] have proposed a simple procedure that approximates such optimal
control law u*(+) by switching among feedback control laws whose gains can be computed solving
a family of LQR problems.

In this paper we extend Yoshida’s procedure to solve the more general problem (3). We call this
procedure Optimal Gain Switching (OGS) and the corresponding feedback law will be denoted
as uoas(-)-

2.1 Single constraint
Let us consider a linear time-invariant system of the form (2) and the corresponding optimization

problem of the form (3) with a single constraint (b). Furthermore, let us consider a family of
performance indexes J, of the form

Jo = ox" (k)Qz(k) + u” (k) Rul(k). (5)
k=0



For a given value of p the unconstrained control law u,(-) that minimizes J, for system (2) can
be written as
uo(k) = —koz(k) (6)

where the gain matrix k, can be computed by solving an algebraic Riccati equation [12]. Fur-
thermore, for every gain factor g it is possible to compute a linear region I', in the state space
such that for any point @y within this region the following equation holds Yk > 0:

aTu,(k) + B72(k)| = [(—aTk, + BT)Gomol <y (7)

where G, = G — Hk,. Thus, if we consider the system (2) with control feedback law w, and
an initial state g € I', we can be sure that in its future evolution the value of the control input
and of the state are such that equation (3.b) is always satisfied.

The following proposition and constructive algorithm provide a simple procedure to determine
if £y € I',. Proofs are omitted here because they are similar to those reported in [18] although
we consider the case of a more general constraint of the form (3.b).

Proposition 1. Let I', be a linear region defined as above and x a generic initial state vector.
There exists a finite ¢, € N such that g € I, iff equation (7) is satisfied for k =0,1,---¢q,. W

The value of g, can be easily computed. In fact, let us define for £ € N the sequence of vectors
2l =(—aTk, + HT)GI; and let

C(zo,++,2¢) = ={z =aozo + - +aqzq | |ao] + - +]ag <1}

be the set of convex combinations of the vectors £z, -+, £z4.
In [18] it was proved that g, is the smallest non negative integer such that z,, 41 € C(zo,- -, 2g,)
Furthermore, to check if a vector z belongs to C(zo, -, 2z4) we may compute the n x (2¢ + 2)
matrix D = [2g, 21,. .., Z2¢+1] Where

Zii=2i— 2

AZ ‘ ’ 1=0,...,q

Ritqt+l = —Zi — %,

and solve the following linear programming problem (LPP) where we have denoted 1 a vector
of 1’s
max 17y

s.t.
Dy =0
o
The vector z belongs to C(zo, - - -, z4) iff the optimal solution of this LPP is unbounded.

Thus, having computed the value of g,, if we choose
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we have that g € I',, if and only if

—1§ZQ:130§1.

The control procedure can be briefly summarized as follows. A set of LQ optimal feedback
gains corresponding to different weighting factors in the quadratic function J, is chosen, and
then, at each sampling instant, the highest gain p such that the current state x(k) belongs to
I, is applied. Note that in Yoshida’s approach the switching of gains leads to a monotonically
nondecreasing sequence of p if we assume no external disturbance is acting on the system. This
is the essential feature of the method and allows us to extend to the OGS law the stability

[e.9]
property enjoyed by LQR control laws, while reducing the performance index Z z(k)TQx(k)

k=0
with respect to a fixed gain.

A final comment regarding the OGS procedure. Each gain matrix is computed for an infinite
time horizon solving an algebraic Riccati equation, but is used only for a finite time horizon
(with the exception of the gain matrix corresponding to the highest o). The idea of computing

the OGS gains for a finite horizon (solving a dynamic Riccati equation) is not practical, because
the switching times are not easy to compute and this law would lead to time-varying gains.

2.2 Multiple constraints

Now, let us consider the multiple constraint optimization problem of the form (3). In such a
case the same discussion as above can be repeated for every constraint. So we can define:

Z,1 —alk, + ﬁjTA
7 _ Zy2 7 1 (_O‘JTkg + /BJT)GQ
0 : ) 0,J v : )
Zop (—a;rk:g + ﬂ?)ézg’j

where each matrix Z, ; is relative to the j-th constraint of type (3.b). Note, however, that in
general the matrix Z, may have redundant rows (i.e., rows that belong to the convex combination
of the other ones) and that can be determined solving an LPP as outlined above. We discard the
redundant rows thus obtaining a matrix of § rows that we call Z o- As in the single constraint
problem we have that

p
—1§Z9$0§1 = moeﬂfg,j.
j=1

We propose to choose, at each sampling instant, the highest gain g from a given finite set, such

that the current state x belongs to I', = ﬂ§:1

Iy ;. Therefore, the control procedure consists in
two phases and can be briefly summarized with the following algorithm.
Algorithm 2. Optimal Gain Switching (OGS). The algorithm is divided into off-line and on-line

portions.

Off-line phase



1. Choose a finite set of r values for g, namely {1, 02,..., 0}, With o1 < g2+ < 0.

2. Determine for each p; the corresponding gain matrix k,, by solving an LQR problem with
performance index of the form (5).

3. Construct for each p; the corresponding matrix Z o, following the procedure described
above.

On-line phase

1. Let k :=0.

2. Let := max;i{o; | (k) € (V)= Toij}-

3. Set up the control according to u(k) = — kg z(k).
4. Put k:=k + 1 and return to Step 2. |
If the initial state «(0) € T', for o € {01,---, 0}, then we can be sure that, in the absence of

external disturbances, at Step 3 of the on-line phase a value 9 always exists. In fact, the value
of ¢ determined at the previous iteration can still be used if a higher value cannot be found.
Thus we can be sure that in the absence of external disturbances the switching of feedback gains
leads to a monotonically nondecreasing value of g, so stability is ensured.

It is important to highlight the advantages and limits of the OGS control scheme. It has been
shown by Yoshida, in the case of a single constraint of the form (4), that the control law uogs(+)
leads to values of the performance index in (3) that are close to the absolute minimum given by
the optimal control law w*(-). In the following we will show, by numerical simulations, that the
same conclusions are still valid in presence of multiple constraints.

The computational complexity of the OGS control law warrants comment. The most burdensome
part of this procedure is the off-line phase, where the matrices Z, ; are computed. During the on-
line phase, it is necessary to compute at most r X p matrix products Z,, ;x(k) at each sampling
instant k. The number of rows of the different Z,, ; is not constant and is equal to g,, ; + 1.
In Section 5, we will discuss the computational complexity relative to the determination of the
OGS control law.

3 Dynamical model of the suspension system

We refer to the completely active suspension with four degrees of freedom schematized in figure 2.
We used the following notation:

e M is the equivalent unsprung mass of the wheel and of the moving parts of the suspension
connected thereto;
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Figure 2: Active suspension.
e Ms is the sprung mass, i.e., the part of the whole body mass and the load mass pertaining
to the axletree;

e Jo is the moment of inertia of the sprung mass with respect to the barycentric axis per-
pendicular to the drawing plane;

e )\ is the elastic constant of the tire;
e f; is the coeflicient that takes into account the damping of the tire;
e 2d is the wheel-track;

o x1(t), x3(t), x5(t), x7(t) represent the deformations with respect to the static equilibrium
configuration, taken as positive if they are elongations, of the left tire, left suspension,
right tire and right suspension, respectively;

o x9(t), xg(t), z4(t) represent the absolute vertical velocities, taken as positive if directed
upwards, of the barycentres of the unsprung left and right-hand mass and sprung mass
respectively;

e x3(t) represents the angular velocity, taken as positive when clockwise, of the sprung mass;

e uri, urs represent the left and right total control forces respectively.

The above system can be modeled with the following equation

i(t) = Aa(t) + Bur (! (8)



where x(t) € R® is the state, ur(t) € R? is the control input, A € R¥® and B € R®*? are
constant matrices with the following structure:

[0 1 00 0 0 0 0 | 01 0
A f -0
~ 2 9 0 0 0 0 0 M
M, M, 01 0
0 1 01 0 0 0 d ” .
4 0 0 00 0 0 0 0  B- M, L
0 0 00 0 1 0 0 0 0
A fi 1
- 2t 0 -
0 0 0 0 T 0 0 o
0 0 01 0 1 0 —-d 0 0
0 0 00 0 0 0 0 da _d
- . Ly T

4 Design of a tandem active-passive suspension

A completely active suspension comprises numerous parts, where the main component is an
actuator that is capable of supplying the entire control force, and its dimension satisfies the
system’s maximum power requirements. We examine the possibility of reducing the power
requirements, and hence the size of the active part of the suspensions, using a combination of
active and passive components as shown in figure 1, where the passive components are assigned
the task of providing part of the control actions thereby minimizing the power absorbed by the
active part.

The following notation has been used in the figure:

e K is the elastic constant of the spring;
e f is the characteristic coefficient of the damper;
e [, is the elastic constant of the stabilizing bar;

e u = [ug, us]” is the vector of control forces that must be realized by the actuators.

The passive components are assumed to exhibit linear behaviour.

It is easily shown that the passive suspension provides a contribution u,(t) to the total control
forces ur(t) which can be expressed as:

uy(t) = —kpz(t) (9)
being:
|0 —f E+K) f 0 0 K df (10)
Lo K f 0 —f (K+K) —d-f |

10



So, at every instant, it is:
up(t) = up(t) + u(t). (11)

Let us observe the dynamical system schematized in figure 1 and described by equation (8). It
can also be thought of as a system with only the active control input and a different dynamical
matrix, so equation (8) can be rewritten as:

(t) = (A — Bk,)z(t) + Bu(t) = Az(t) + Bu(t). (12)

Note that the control law we will design in the following sections requires the knowledge of
the system state, that is not directly measurable. However it can be reconstructed through an
appropriate state observer, assuming available the measurements of the suspension deformations
and the sprung mass velocity (via an accelerometer) [6].

The control approach we will follow uses a discrete-time state space model. Thus we choose a
sampling interval 7" and discretize equation (12) to obtain

a(k +1) = Gya(k) + Hu(k) (13)

where

T
G, =T, H-= (/ eApTdT> B.
0

It is known [13] that a system that is stabilizable and observable in the absence of sampling
maintains these properties after the introduction of sampling if and only if, for every eigenvalue
of the characteristic equation for the continuous-time control system, the relationship

Re{\} = Re{)\;} (14)

implies that

2
Im{\i — \j} # % n=+l1,42,... (15)

is satisfied.

Now, let us consider a family of performance indexes:
Jo=Y_ oz (k)Qz(k) + u(k)Ru(k). (16)
k=0

We want to apply the OGS procedure to system (13) and determine the corresponding feedback
control law such that the following constraints hold:

lui (k)| < Umax, ©=1,2, (17)

|uTZ(k)| S uT,mam, 7 = 1, 2. (18)

This means that we can determine a control law whose magnitude is bounded in order to reach a
good trade-off between road holding and comfort of passengers. Under appropriate assumptions

11



on the maximum value of the suspension deformation velocity, the bound on the active control
forces allows us to constrain the power supplied by the actuators and can be used to design each
actuator in terms of the required power. Constraints (17) and (18) are of the form (3.b) with
a) = ey, /61 =0, 71 = Unax, @2 = €2, ﬁQ =0, 72 = Unax, a3 = €1, /Bg = _e{kpa 73 = UT,mazx
and oy = e9, B4T = —eQTk:p, V4 = UT maz, respectively, being e; the i-th column of the 2nd order
identity matrix.

So we have:
—elk, ] [ —elk,
Zy1— —€l I.{:QGQ 7 Zys— —€ ’.’"@ég ’
e{k:.gé'zg’l ] i —e%ﬂk;@zg’z
—ef (k, 2 —ej (ko + k 2
Zys— —eq (k + k)G, , 2, = —e, (k +k,)G,
—eT(k, +k )G ] | —el(k, +k 2 G

where G, = G, — k,H.

5 Application example

In this section we discuss the results of some numerical simulations.

The proposed procedure has been applied to the half-car vehicle model shown in figure 1, with
values of the parameters taken from [4]:

o M; = 28.58Kg,

o M, =2 x 288.90Kg = 577.8Kg,

A = 155900N /m,

ft = 400Ns/m,

Jo = 108.3Kg m?

e d =0.75m.

12



Furthermore, matrices @ and R have been chosen with the following structure [4]:

(s 0 0 000 0 0]
O0 0 000 0 0
0 0 gotgs 0 0 0 —g5 O
o_| 00 0 000 0o of R:[no]
00 0 0g¢ 0 0 0 0
00 0 0 0O 0 0
00 —g O 0 g2+g3 O
00 0 0 0 0 0]

where g1 =10, ¢ =1, g3 =0.5, 7 = ry = 0.8 - 107Y.

The values of the weights g1 (which penalizes the deformation of the tire), g (which penalizes
the deformation of the suspension), g3 (which penalizes the sprung mass rotation), r; and 79
(which penalize the forces supplied by the actuators), have been chosen following [4].

The values of

e f=1081Ns/m,
o K =15438N/m,

o Kj = 5496N/m

have been also taken from [4] where it was shown that this choice in nominal conditions maxi-
mizes the power associated with the control action of the passive part, thereby minimizing that
required by the active part of the suspension.

The control approach we have followed in this paper makes use of a discrete-time state space
model. A suitable choice of the sampling interval is 7' = 0.01s as discussed in [6].

We have taken w7 e = 3000N that is slightly less than the total weight resting on one wheel.
A higher total control force may cause the loss of contact between wheel and road. Furthermore,
this constraint also limits the acceleration of the sprung mass and this is a necessary condition
for the comfort of passengers.

Another important aspect of the proposed design procedure deals with the choice of the weight-
ing coefficients {1, 02,...,0r}. The weighting coefficient ¢; should be determined so that the
linear region 'y, 1 (T, 2( 1 p1,3( g4 contains all initial conditions of interest. The weight-
ing coefficient p, should be selected so that the region I'y 1 (\p, 2( Ly, 3( 1, 4 covers small
disturbances or very little system noises. The other weighting coefficients have been chosen,
following Yoshida [18], so that the ratio of the 2-norm for two adjacent total gains (k,, + k;)
is ~ 1.6 ~ 1.8. We have assumed r = 10 as it seems a good trade-off between computational
efficiency and performance index. The chosen values are shown in the table below. It can be
noted that in this case gy 1,...4 are equal and are nonincreasing functions of .

13



i 12 ]3[as5]6]7]8] 9 [0
0i 000 [ 0105 1 | 4 |20 50]100] 1000 10°
Goit 53 [ 51 |44 [ 40 [ 36 [33[32]32] 31 |31
Q0.2 53 | 51 | 44 |40 [ 36 |33 [32]32] 31 | 31
Goia 53 | 51 | 44 |40 [ 36 |33 [32]32] 31 | 31
Goit 53 | 51 | 44 |40 [ 36 |33 [32]32] 31 |31

St .y | 212 [ 204|176 | 160 | 144 | 132 [ 128 | 128 | 124 | 124

G | 13|96 | 7965|5349 a7 |47 | 46 | 47 |

In the last line of the table we have reported the values of §;’s. Each ¢;, as discussed in subsec-
tion 2.2, denotes the number of rows of Z pi» obtained by Z, after deleting all redundant rows.
As it can be seen, for each convex region, the number of independent constraints is about one
half of the total number. Computing Z p; increases the computational efforts when solving the
off-line phase, but greatly improve the on—line phase, thus enabling us to compute the control
law much more efficiently.

To evaluate the performance of the upgg law, we compare it with the optimal law w*. The
algorithm to compute the optimal law u* is the extension to the multiconstraint case of an algo-
rithm by Yoshida [20] and consists in a sort of predictive control strategy whose application to
real cases is not feasible because it provides a feedforward control law. The law u* has also been
called Perfect Optimal Control (POC) and, in accordance with the literature, we denote it upoc
in the rest of the section. This procedure can be briefly summarized with the algorithm reported
in Appendix, that requires solving at each step several quadratic programming problems. The
POC control law is not a function of the actual state, thus producing a feedforward control
law. Therefore, while OGS control can be given as a set of predetermined gains, at each step
the POC needs to be computed for an infinite time horizon. Such a difference become greatly
relevant when external disturbances occur and POC needs to be recomputed at each sampling
instant.

In our applicative case we have assumed o, = p19 as we have observed that any increment in
the gain factor with respect to 019 corresponds to a negligible variation in the feedback control
law. This fact can be explained considering that we are dealing with a discrete-time system.

In the following we provide the results of three series of numerical simulations in order to
underline the main conclusions relative to the proposed procedure. In the first two simulations
we assume that no external disturbance is acting on the system, while the initial state is different
from zero; on the contrary, in the third simulation we assume that the system starts from the
origin, but an external disturbance, representative of a very rough road profile, is acting on the
system.

14



5.1 Simulation 1

In the first simulation we compare the performances of the system designed with OGS and POC
procedures, and the system designed with conventional LQR technique.

We have considered umax = 600N and z1(0) = —z5(0) = 0.02m, z3(0) = —2z7(0) = 0.1m,
22(0) = x4(0) = x6(0) = Om/s, z5(0) = Orad/s. The results of simulations are reported in
figures 3-4-5. In figures 3.a—d a comparison between the deformation of the suspensions and of
the tires with OGS and POC control laws is presented. The rolling behaviour is given in figure 3.e
that shows the angular position 6 of the sprung mass, taken as positive when clockwise, i.e.,
0 = atg((x1 + x3 — x5 — x7)/2d). From these figures it is evident how close the evolutions of the
two designed systems are. Figures 4.a—d show the evolution of the OGS and POC active and
total control forces. Figure 5 shows the values of the index 7 of the linear regions I'y, 1, I'y, 2,
Iy, 3 and I'y, 4. Clearly the value of the index 4 relative to the region I'y, 1 [Ty, 2 (g3 (1 g, 4
is the minimum of the four indexes. We also observe that as the state approaches the origin the
index 4 remains constant.

In figures 3—4 we also present a comparison with two mixed suspensions whose active part has
been designed with the conventional LQR approach: the one for a value of p = p; = 0.01 and
the one for a value of p = pg = 1. As it can be seen, in the case of p;, small forces are required
from the actuators, but a long transient behaviour occurs. On the contrary, in the case of py
the results, both in terms of tire and suspension deformations, and in terms of sprung mass
rotation, are comparable to that obtained with the OGS control law, but with much larger
forces magnitude.

A further numerical comparison among the above described control laws is given in the table
below. In the first row we have reported >, 7 (k)Qz” and Y, w(k)Ru(k). The third row
shows the maximum value of the force required by the actuators. The last three lines provide
the root mean square (rms) value of the sprung masses accelerations, and the rms values of
the tires and suspensions deformations, respectively. This clearly highlight how the OGS-based
controller provides a good compromise between performance and power requirement.

CGO POC LQ (p1) LQ (p4)
S0 2T (k) Qx(k) 3.48-107% | 3.23-107! | 3.74-1071 | 3.04-107¢
S0 wT (k) Ru(k) 6.30-1073 | 1.37-1072 | 7.24-10~* | 2.01-1072
pmax uy (k) = pnax ug (k) 584 600 193 1880
rms(Z9) = rms(dg) 5.47-107 | 5.64-1071* | 3.02-107* | 3.31-10714
rms(z1) = rms(xs) 5.05-107% | 5.17-107* | 4.92-107* | 5.51-107%
rms(z3) = rms(x7) 2.71-107% | 2.60-1073 | 2.90-1073 | 2.50-1073
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Figure 3: The results of simulation 1.
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(a) Evolution of xz1 poc (dotted) and x1,0Gs (continuous).

(a’) Evolution of x1,, (dotted) and x1,, (continuous). (b) Evolution of x3 poc (dotted) and xs3.0as
(continuous). (b’) Evolution of x3 p4 (dotted) and x3 1 (continuous). (c¢) Evolution of x5 poc (dotted)
and x5 0Gs (continuous). (¢’) Evolution of x5 ,, (dotted) and x5 ,, (continuous). (d) Evolution of x7 poc
(dotted) and x7 0cs (continuous). (d’) Evolution of x7 ,, (dotted) and 7 ,, (continuous). (e) Evolution
of Opoc (dotted) and Oocs (continuous). (e’) Evolution of 8,, (dotted) and 6,, (continuous).

16



Figure 4: The results of simulation 1.
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Figure 5: The results of simulation 1.
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5.2 Simulation 2

In the second simulation we compare the performances of a completely passive suspension system
with tandem active-passive suspension systems characterized by different values of the constraint
on the active forces.

The numerical values of the parameters relative to the completely passive suspension are the
same as those of the passive part in the tandem suspension system. We assume the same value
of the initial state as those in the previous subsection.

The main results of the comparison are reported in figure 6 where we can observe the variations
of the system evolution in presence of actuators of increasing size. We have considered four
different values for wu,,q.: 400, 700, 1000, 1300N whose increasing value is denoted by an arrow.
Figures 6.a and 6.c compares the deformation of the left and right tire, respectively, for the
completely passive suspension with those of the tandem active-passive suspensions. In these
figures we can note that as umq, is increased the unsprung mass reaches sooner the equilibrium
state albeit with a greater overshoot in the first time instants. Figures 6.b and 6.d compare
the deformation of the left and right suspension respectively, for the completely passive system,
with those of the tandem active—passive suspensions. In these figures we observe that as Uz iS
increased the sprung mass reaches sooner the equilibrium state with decreasing overshoots. We
can also observe that the lessening of the suspensions deformations are always less significant as
Umaz €xceeds TOON. Therefore, we conclude that it is possible to guarantee good performances
even with relatively small size actuators which, furthermore, limit the overshoots of the tires
deformations.

5.3 Simulation 3

In this subsection we introduce an external disturbance given by the road profile.

Let us first discuss how its presence modifies the state space equation (8). Let wr,(t) and wg(t)
reported in figures 1-2, be the absolute vertical velocities of the points of contact with the road
of the left and right tire respectively. Such velocities are caused by the uneven road profile and
can be white noise signals, which is equivalent to saying that any longitudinal road profile can
be represented by an integrated white noise [6, 9, 16]. Here, the road roughness characteristics
are expressed by a signal whose PSD distribution function is [9]:

B cV
w24 a2V

U (w) (19)
where ¢ = (0?/m)a. Here o2 denotes the road roughness variance and V the vehicle speed,
whereas the coefficients ¢ and a depend on the type of road surface. The product is the power
spectrum of the white noise. The signal ¢ 1,(t), whose PSD is given by (19), may be obtained

as the output of a linear filter expressed by the differential equation

o, (t) = —aVzo,L(t) +wr(t) (20)
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where the subscript L stands for left. The same holds for the right disturbance.

By taking into account the above disturbances, state equation (8) can be rewritten as

&(t) = Ax(t) + Bu(t) + Lw(t) (21)

R8x2

where w = [wr (t) wgr(t)]” is the disturbance vector and L € is defined as:

—1 fy/My 0 0 0 0 0 0
0 0 00 —1 fi/M; 00

L =

In this simulation test we assume that the disturbance acting on the system is caused by a very
rough road profile. Crosby and Karnopp [5] gave the power spectral density for such an input
disturbance. We were able [6] to obtain a similar power spectral density by choosing in equation
(19) the following parameter values: a = 0.2m~!, 02 = 0.1 m? and V = 20m/s. Furthermore,
we assume ;g = D00N and a null initial state.

The results of simulation 3 are shown in figures 7-8. Figure 7.a (7.b) shows the left (right)
road profile along with the left (right) wheel and left (right) sprung mass displacement. It is
possible to observe that the suspension filters the high frequencies smoothing the movement of
the sprung mass. Figure 7.c shows the active forces u; and wuo, while the total forces up; and
ure are reported in figure 7.d. Figure 8 is similar to figure 5 relative to Simulation 1. Figure 8.a
shows the values of the index i of the linear regions I'y, 1 and Iy, 3, while the values of I, » and
Iy, .4 are reported in figure 8.b.

6 Conclusions

In this work we have presented a design methodology for tandem active-passive suspension
systems. More precisely, we have dealt with a half—car vehicle model. The design procedure is
based on the minimization of a quadratic performance index that penalizes the tires and the
suspensions deformations. We also required that the total forces applied between wheel and
body and that the fraction of the forces generated by the actuators never exceed given bounds.

The constraint on the actuator forces can be used to dimension the actuators, so that it is
required to provide only a fraction of the total forces generated by the suspension systems.

The constraint on the total forces bounds the acceleration on the sprung masses so as to ensure
the comfort of passengers and to reduce the risk of loss of contact between wheels and road.
Simulations showed that these constraints are active only when the system state is far from the
origin.

Note that the proposed solution to this design problem has been obtained by a modification of
a procedure firstly presented by Yoshida et al.. The solution takes the form of a state feedback
law that switches between a finite set of constant gains.

The results of same numerical simulations for a half—car vehicle model have also been presented.
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An interesting extension to this work, and to the OGS procedure in general, would be that of
analyzing the influence of an asymptotic state observer on the closed loop system. In particular,
it would be important to investigate what may happen if a wrong region is selected and provide

a bound on the maximum acceptable initial state error.

Appendix

The optimal control input u for system (2) that minimizes (3) can be determined as follows [20].
Algorithm 3. Perfect Optimal Controller (POC).

Off-line phase

practically negligible. We denote this gain factor as gso-

mance index of the form (5).

On-line phase

1. Let k :=1.

. Construct the corresponding matrices Z,_ j, j =

22

1,....p.

Choose a large value for p such that the second term in the performance index (5) is

Determine the corresponding gain vector k,. by solving an LQR problem with perfor-



2. Given the initial state xg, use the control law where the first k’s controls (i), 0 <i < k—1

satisfy the given p constraints of the form (3.b), while the rest are given by
u(i) = —koox(i), 1> k.

Then the performance index (5) becomes a quadratic function of (i), 0 <i < k—1 and
its minimizing argument can be found solving a quadratic programming problem.

. If (k) € (V- 4., then the perfect optimal control law becomes:

:{u(z’), 0<i<k

—ko x(1), >k

If not, k£ := k4 1 and return to Step 2. |
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