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Abstract

This paper addresses the problem of current-state opacity of discrete event systems (DES) modeled with Petri

nets. A system is said to be current-state opaque if the intruder who only has partial observations on the system’s

behavior is never able to infer that the current state of the system is within a set of secret states. Based on the notion

of basis markings, an efficient approach to verifying current-state opacity in bounded Petri nets is proposed, without

computing the whole reachability set or exhaustively enumerating the set of markings consistent with the observation.

An example showing the efficiency of the approach is presented.
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I. INTRODUCTION

Motivated by the concern about security and privacy in computer systems, communication protocols etc., various

notions of secrecy have been formulated, such as non-interference [1], anonymity [2], [3] and opacity [4], [5],

[6], [7], [8]. In this work, we focus on the opacity property that requires a given secret behavior of a system to

be hidden from an intruder. According to the definition of “secret”, opacity properties can be generally classified

as language-based opacity and state-based opacity. The later includes initial-state opacity, current-state opacity,

k-step opacity, etc. [8], [9]. The work in [8] showed that language-based opacity, initial-state opacity, and initial-

and-final-state opacity, can be transformed to current-state opacity in polynomial time. In particular, we discuss

current-state opacity here.

Current-state opacity defines the secret as a set of states. A system is said to be current-state opaque with respect

to a given secret if the intruder cannot determine if the current state of the system belongs to the secret. In other

words, opacity requires that for any observation the intruder’s estimate of the current state, i.e., the set of states

consistent with the observation, is not a subset of the secret. In the framework of automata, the intruder is modeled

by an external observer who knows the structure of the system but has only partial observation of its revolution.

The existing and most intuitive method to verify current-state opacity is to construct the observer automaton [8],

each state of which describes the intruder’s state estimate after a string is observed. However, the computation of

the observer has a complexity of order O(2n) with n being the number of states.

In the framework of Petri nets, for the intruder different observation structures can be considered [10], [11]. Herein,

we address the verification of current-state opacity in standard labeled Petri nets (LPN), i.e., only transitions are

observable for the intruder. Structural properties of Petri nets have been used to solving deadlock problems in DES

[12], due to its intuitive graphical representation and powerful algebraic formulation. An approach based on basis

markings [13], [14] has been recently used to solve problems of state estimation and fault diagnosis [15], [16]

in LPN. The advantages of this technique that exploits the structural properties of a net are that only part of the

reachable markings, i.e., the basis markings, are enumerated and the sets of consistent markings are characterized

by linear systems one for each basis marking. As an example, in Section IV we present a net whose number of

reachable markings is O(k3) times larger than that of basis markings, where k is the initial token content of the

net.

We believe that the notion of basis markings can also be used to efficiently solve the opacity problem and in this

first work we show that it can be applied to addressing current-state opacity. A necessary and sufficient condition

for current-state opacity in bounded Petri nets is proposed. It is shown that based on the notion of basis markings

current-state opacity can be verified without an exhaustive enumeration. Furthermore, a modified basis reachability

graph (BRG) that describes not only all basis markings but also the opacity property of each basis marking, is

presented. Compared to the reachability graph, the BRG of a net is generally of smaller size. Finally, by just

constructing the observer of the BRG, current-state opacity can be decided.

This paper is structured as follows. The notions of Petri nets and basis markings are recalled in Section II.
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The formal definition of current-state opacity and an approach to verifying current-state opacity are proposed in

Section III. In Section IV, an example that illustrates the approach is reported. Finally, Section V concludes the

paper and discusses future work.

II. BACKGROUND

A. Petri Nets

In this section we recall the formalisms used in the paper. For more details on Petri nets we refer readers to [17].

A Petri net (PN) is a structure N = (P, T, Pre, Post), where P is a set of m places represented by circles;

T is a set of n transitions represented by bars; Pre : P × T → N and Post : P × T → N are the pre- and

post-incidence functions that specify the arcs directed from places to transitions, and vice versa1. The incidence

matrix of a net is denoted by C = Post−Pre. The input and output sets of a node x ∈ P ∪ T are denoted by •x

and x•, respectively.

A PN N = (P, T, Pre, Post) is a state machine (SM) (resp. marked graph (MG)) if ∀t ∈ T , |•t| = |t•| = 1

(resp. ∀p ∈ P , |•p| = |p•| = 1). A PN is called acyclic if there are no oriented cycles.

A marking is a vector M : P → Nm that assigns to each place of a PN a non-negative integer number of tokens,

graphically represented by black dots. The marking of place p is denoted by M(p). For economy of space, markings

can also be denoted as M =
∑

p∈P M(p) · p. A Petri net system 〈N,M0〉 is a net N with an initial marking M0.

A transition t is enabled at marking M if M ≥ Pre(·, t) and may fire yielding a new marking M ′ = M+C(·, t).

We write M [σ〉 to denote that the sequence of transitions σ = tj1 · · · tjk is enabled at M , and M [σ〉M ′ to denote

that the firing of σ yields M ′. The set of all sequences that can fire in a net system 〈N,M0〉 is denoted by

L(N,M0) = {σ ∈ T ∗|M0[σ〉}. Given a sequence σ ∈ T ∗, vector y = π(σ) ∈ Nn is the Parikh vector of σ, i.e.,

y(t) = k if transition t appears k times in σ.

A marking M is reachable in 〈N,M0〉 if there exists a firable sequence σ ∈ L(N,M0) such that M0[σ〉M . The

set of all markings reachable from M0 defines the reachability set of 〈N,M0〉 and is denoted by R(N,M0). A PN

system is bounded if there exists a non-negative integer k ∈ N such that for any place p ∈ P and for any reachable

marking M ∈ R(N,M0), M(p) ≤ k holds.

Theorem 2.1: [15] Let 〈N,M0〉 be a PN system where N is an acyclic PN.

(i) If the vector y ∈ Nn satisfies the equation M0 + C · y ≥ ~0, there exists a firing sequence σ firable from M0

whose firing vector is π(σ) = y.

(ii) A marking M is reachable from M0 iff there exists a nonnegative integer solution y satisfying the state

equation M = M0 + C · y. �

A labeled Petri net (LPN) is 4-tuple G = (N,M0, E, `), where 〈N,M0〉 is a PN system, E is an alphabet (a

set of labels) and ` : T → E ∪{ε} is a labeling function that assigns to each transition t ∈ T either a symbol from

E or the empty word ε.

1In this work, we use N, Z, R and R≥0 to denote the sets of non-negative integers, integers, real numbers and non-negative real numbers,

respectively.
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We assume that the intruder has full knowledge of the net system 〈N,M0〉 but partial observation. Namely, the

set of transitions can be partitioned into T = To∪Tu with To∩Tu = ∅, where To (resp. Tu) is the set of |To| = no

(resp. |Tu| = nu) observable (resp. unobservable) transitions whose occurrence can (resp. cannot) be detected by the

intruder. For unobservable transitions, the empty word ε is assigned by the labeling function. While, for observable

transitions symbols from the alphabet E are assigned to them. The restriction of the incidence matrix to To (resp.

Tu) is denoted by Co (resp. Cu).

The labeling function is extended to strings ` : T ∗ → E∗ that is recursively defined as `(σt) = `(σ)`(t) with

σ ∈ T ∗ and t ∈ T . The set of languages generated by an LPN is denoted as L(N,M0) = {w ∈ E∗|∃σ ∈

L(N,M0) : `(σ) = w}. The natural projection Po : T ∗ → T ∗o (resp. Pu : T ∗ → T ∗u ) of σ over To (resp. Tu) is

defined.

Let w be an observed word. We define S(w) = {σ ∈ L(N,M0)|`(σ) = w} as the set of firing sequences

consistent with w and C(w) = {M ∈ Nm|∃σ ∈ S(w) : M0[σ〉M} as the set of markings consistent with w. Note

that since observation w is generated by the system, sets S(w) and C(w) must be non-empty sets.

Given a PN N = (P, T, Pre, Post) and a subset T ′ ⊆ T of transitions, T ′-induced subnet N ′ = (P, T ′, P re′, Post′)

of N , denoted by N ′ ≺T ′ N , is a net that removes all transitions in T \T ′, where Pre′ and Post′ are the restriction

of Pre, Post to T ′, respectively.

B. Basis Markings

In this section, a brief review of the notions of basis markings proposed by Cabasino et al. [14] is presented.

Definition 2.2: [14] Given a marking M and an observable transition t ∈ To, we define

Σ(M, t) = {σ ∈ T ∗u |M [σ〉M ′,M ′ ≥ Pre(·, t)}

the set of explanations of t at M . �

Thus Σ(M, t) is the set of unobservable transitions sequences whose firing at M enables t. Among all the

explanations, we are interested in finding the minimal ones, i.e., the ones whose firing is necessary to enable t.

Definition 2.3: [14] Given a marking M and an observable transition t ∈ To, we define

Σmin(M, t) ={σ ∈ Σ(M, t)|@σ′ ∈ Σ(M, t) :

π(σ′) � π(σ)}

the set of minimal explanations of t at M and Ymin(M, t) = π(Σmin(M, t)) the corresponding set of minimal

e-vectors. �

Many approaches can be applied to computing Ymin(M, t). In particular, when the Tu-induced subnet is acyclic

the approach proposed by Cabasino et al. [16] only requires algebraic manipulations.

Note that since a given place may have two or more unobservable input transitions, i.e., the Tu-induced subnet

is not backward conflict free, the set of minimal explanations is not necessarily a singleton.
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Fig. 1. LPN Model in Example 2.4

Example 2.4: Let us consider the LPN in Fig. 1. The set of explanations of transition t1 at the initial marking

is Σ(M0, t1) = {ε, t2, t2t4}. The corresponding set of minimal explanations is Σmin = {ε} and the set of minimal

e-vectors Ymin(M0, t1) = {~0}. Let M = [0 1 0 1]T . We have Σmin(M, t1) = {t2t4, t5} and Ymin(M, t) =

{[1 1 0]T , [0 0 1]T }. �

Definition 2.5: [16] Let G = (N,M0, E, `) be an LPN and w ∈ E∗ be a given observation. We define the set

of pairs (σo, σu) as

J (w) ={(σo, σu) ∈ T ∗o × T ∗u |`(σo) = w

[∃σ ∈ S(w) : σo = Po(σ), σu = Pu(σ)]∧

[@σ′ ∈ S(w) : σo = Po(σ′), σ′u = Pu(σ)∧

π(σ′u) � π(σu)]},

where σu is called a justification of w. Moreover, we define Ŷmin(w) = {(σo, y) ∈ T ∗o ×Nnu |∃(σo, σu) ∈ J (w) :

π(σu) = y}, where y is called a j-vector. �

In other words, given an observation w, σo of a pair (σo, σu) ∈ J (w) is a sequence of observable transitions

that produce w and σu is a minimal sequence of unobservable transitions that is needed to fire σo. Since more than

one transition may be assigned with the same label from E, there are several sequences σo ∈ T ∗o corresponding to

the same observation w. Finally, basis markings are defined as follows.

Definition 2.6: Given an LPN G = (N,M0, E, `) and an observation w, the marking Mb = M0 +Cu ·y+Co ·y′

is called a basis marking corresponding to observation w, where (σo, σu) ∈ J (w), y = π(σu) and y′ = π(σo). �

Therefore, the basis markings corresponding to an observation w are those reachable from the initial marking

by firing an observable sequence σo that produces w interleaved with those unobservable transitions whose firings

are necessary to enable σo. We use Mb(w) to denote the set of basis markings corresponding to w and Mbasis =⋃
w∈L(N,M0)

Mb(w) to denote the set of all basis markings. Clearly, Mbasis ⊆ R(N,M0). If the net is bounded,

then the number of basis markings is finite.

Example 2.7: Consider again the LPN in Fig. 1. Assume w = a. Then we have J (w) = {(t1, ε), (t3, t2)} and
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correspondingly Ŷmin(w) = {(t1,~0), (t3, [1 0 0]T )}. Therefore, for observation w, one basis marking is Mb1 =

M0 +Cu ·~0 +Co · [1 0]T = [0 2 0 0]T and the other is Mb2 = M0 +Cu · [1 0 0]T +Co · [0 1]T = [1 0 0 1]T , i.e.,

Mb(w) = {Mb1,Mb2}. �

Theorem 2.8: [16] Let G = (N,M0, E, `) be an LPN whose Tu-induced subnet is acyclic. For all w ∈ L(N,M0),

it holds that

C(w) =
⋃

Mb∈Mb(w)

{M ∈ Nm|M = Mb + Cu · y : y ∈ Nnu}.

�

Thanks to the notion of basis markings, the set of markings consistent with an observation can be characterized

using linear algebra without an exhaustive marking enumeration. Furthermore, in [12] it was also shown that if

the Tu-induced subnet is acyclic, the justification can be recursively computed. Due to limited space, this result is

illustrated by Example 2.9.

Example 2.9: Consider the LPN in Fig. 1 whose Tu-induced subnet is acyclic. Let w = aa = w′l, where w′ = a

and l = a. From Example 2.7, we have Mb(w
′) = {Mb1,Mb2}, and the transitions that may produce l are t1 and

t3. At marking Mb1, Ymin(Mb1, t1) = {e1 = [1 1 0]T } and Ymin(Mb1, t3) = {e2 = [1 0 0]T }; at marking Mb2,

Ymin(Mb2, t1) = {e3 = ~0} and Ymin(Mb2, t3) = ∅. The markings consistent with w are

Mb3 = Mb1 + Co(·, t1) + Cu · e1 = [0 2 0 0]T ,

Mb4 = Mb1 + Co(·, t3) + Cu · e2 = [0 1 0 1]T ,

Mb5 = Mb2 + Co(·, t1) + Cu · e3 = [0 1 0 1]T .

Therefore,Mb(w) = {[0 2 0 0]T , [0 1 0 1]T }, and the set of markings consistent with w is C(w) = {M ∈ N4|M =

Mb3 + Cu · y : y ≥ ~0} ∪ {M ∈ N4|M = Mb4 + Cu · y : y ≥ ~0} = {[0 2 0 0]T , [0 1 1 0]T , [1 1 0 0]T , [0 1 0 1]T ,

[0 0 1 1]T , [1 0 1 0]T }. �

To compute basis markings, there is no need to enumerate explanations or justifications but only minimal e-

vectors, which can be efficiently computed by matrix operations [16].

III. VERIFYING CURRENT-STATE OPACITY

In this section an approach to verifying current-state opacity of bounded Petri nets is presented.

A. Current-State Opacity

In the framework of LPNs, a secret is defined as a set of markings S ⊆ R(N,M0). It is assumed that the intruder

has the knowledge of the net system 〈N,M0〉 but only has partial observation of the event occurrences.

Definition 3.1: Let G be an LPN and S be a secret. An observation w of G is said to be current-state opaque

wrt S if C(w) * S holds. �

A current-state opaque observation w implies that the intruder cannot infer that the current state belongs to the

secret while observing w, i.e., ∃M ∈ C(w) : M /∈ S.
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Based on Definition 3.1, the current-state opacity property of a system is defined.

Definition 3.2: Let G be an LPN and S be a secret. G is said to be current-state opaque wrt S if all observations

w are current-state opaque wrt S. �

B. Verifying Current-State Opacity

According to Definition 3.2, to verify current-state opacity of an LPN, we need to check if C(w) * S holds for all

w ∈ L(N,M0), which means that all sets C(w) need to be computed first. In general, this requires to exhaustively

enumerate all sequences of transitions that may fire. In this section, based on the notion of basis markings an

efficient approach to verifying current-state opacity is proposed. Let us first introduce the following definition.

Herein, the set of markings R(N,M0) \ S that do not belong to a secret are called exposable markings.

Definition 3.3 generalizes this notion.

Definition 3.3: Let G = (N,M0, E, `) be an LPN and S be a secret. A marking M ∈ R(N,M0) of G is said to

be weakly exposable if there exists a marking M ′ ∈ R(N,M0) such that M [σu〉M ′ with σu ∈ T ∗u and M ′ /∈ S. �

In simple words, a marking is weakly exposable if a marking not in the secret can be reached from it by firing

unobservable transitions. Note that the firing sequence of unobservable transitions could be empty. Therefore, the

set of weakly exposable markings is a superset of R(N,M0) \ S.

Proposition 3.4: Let G be an LPN and S be a secret. An observation w is current-state opaque wrt S iff there

exists a weakly exposable marking that belongs to set C(w). �

Proposition 3.4 follows from Definitions 3.1 and 3.3. Based on Theorem 2.8 and Proposition 3.4, we have the

following sufficient and necessary condition to verify current-state opacity of an LPN.

Theorem 3.5: Let G = (N,M0, E, `) be an LPN whose Tu-induced subnet is acyclic and S be a secret. G is

current-state opaque wrt S iff ∀w ∈ L(N,M0), there exists a basis marking Mb ∈Mb(w) that is weakly exposable.

�

As a result, instead of exhaustively computing the sets C(w) for all w ∈ L(N,M0), according to Theorem 3.5,

to determine if an LPN is current-state opaque, we only need to compute the set of basis markings Mb(w) for all

observations and to check if it contains a weakly exposable basis marking.

C. BRG for current-state opacity

In this section, we introduce the basis reachability graph (BRG) for current-state opacity that characterizes all

basis markings and their opacity properties.

Given an LPN G and a secret S, the BRG for current-state opacity of G is a nondeterministic automaton that

has as many nodes, i.e., states, as the number of basis markings. To make sure the number of nodes of the BRG

is finite, we assume the net is bounded. In this sense, the BRG is a nondeterministic finite automaton (NFA). We

denote B = (X,E, f, x0) the BRG for current-state opacity of a bounded LPN G = (N,M0, E, `). Each node of

the BRG is associated with a pair (M,α(M)), where M ∈Mbasis is a basis marking and α(M) is a binary scalar
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that is defined as follows:

α(Mb) =

 1 if Mb is weakly exposable;

0 otherwise.

Therefore, X ⊆Mbasis × {0, 1}. The initial node of the BRG is x0 = (M0, α(M0)). The event set of the BRG is

identical to the alphabet E. The transition function can be determined by the following rule. If at marking Mb there

is an observable transition t for which an explanation exists and the firing of t and one of its minimal explanations

lead to M ′b, then an edge from node (Mb, α(Mb)) to node (M ′b, α(M ′b)) labeled `(t) is defined in the BRG. The

procedure to construct the BRG for current-state opacity is summarized in Algorithm 1.

Algorithm 1 Computation of the BRG for current-state opacity
Input: A bounded LPN G = (N,M0, E, `), and a secret S.

Output: The corresponding BRG B = (X,E, f, x0).

1: Let the initial node be (M0, α(M0)) and assign no tag to it.

2: while nodes with no tag exist, do

3: select a node with no tag;

4: let M be the marking in the node;

5: for all t s.t. Ymin(M, t) 6= ∅ do

6: for all e ∈ Ymin(M, t) do

7: M ′ := M + Cu · e+ C(·, t);

8: if @ a node with M ′, then

9: compute α(M ′) and add a new node (M ′, α(M ′));

10: end if

11: add an arc from node (M,α(M)) to node (M ′, α(M ′));

12: label the arc with `(t);

13: end for

14: end for

15: tag the node “old”.

16: end while

17: Remove all tags.

Even though the complexity of constructing a BRG (without considering the computation of α(M)) highly

depends on the net structure, it will not be worse than computing the RG. Furthermore, the size of the BRG in

general is smaller than its corresponding RG, as illustrated by the example in Section IV.

In order to verify Theorem 3.5, it is required to construct the observer of the BRG. Since the intruder knows the

initial marking, the observer of the BRG can be constructed by applying the algorithm in [18]. Each state of the

observer is a set Mb(w) of basis markings corresponding to a certain observation. According to Theorem 3.5, if
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all states of the BRG observer have at least a pair (M,α(M)) with α(M) = 1, the LPN is current-state opaque

wrt S; otherwise, the LPN is not current-state opaque.

In the worst case, the number of states of the observer is 2z − 1, where z = |Mbasis| is the number of basis

markings. Note that as long as the observer is constructed, there is no need to reconstruct the observer of the BRG

when the secret changes. All we need is to update the value of α(·) for each basis marking.

Proposition 3.6 provides a sufficient but not necessary condition for verifying current-state opacity without

constructing the observer for the BRG.

Proposition 3.6: Let G = (N,M0, E, `) be an LPN whose Tu-induced subnet is acyclic and S be a secret. If

all basis markings Mb ∈Mbasis of G are weakly exposable, the system is current-state opaque wrt S. �

If all states of the BRG have α(·) = 1, the LPN is current-state opaque; otherwise, current-state opacity requires

further analysis.

D. Verification of Weakly Exposable Markings

It is well-known that GMECs [19] describe interesting subsets of the state space of a net and provide a linear

algebra tool for Petri net analysis. To simplify the problem, now we assume that the secret is described by a set of

GMECs [19]

S =

r⋂
i=1

{M ∈ Nm|wT
i ·M ≤ ki},

where wi ∈ Zm and ki ∈ Z with i = 1, 2, · · · , r. Such a set of GMECs (wi, ki) is denoted as S = {M ∈

Nm|W ·M ≤ K}, where W = [w1, w2, · · · , wr]T and K = [k1, k2, · · · , kr]T . In addition, the following constraint

set is also defined.

Definition 3.7: Let M ∈ R(N,M0) be a marking of an LPN G = (N,M0, E, `), S = {M ∈ Nm|W ·M ≤ K}

be a secret and (wi, ki) be a GMEC from the secret. The (i,M)-constraint set is defined by

Yi(M) =



M ′ = M + Cu · y

wT
i ·M ′ > ki

y ∈ Nnu

M ′ ∈ Nm

�

By Theorem 2.1, the following result holds.

Proposition 3.8: Let G = (N,M0, E, `) be an LPN whose Tu-induced subnet is acyclic and S = {M ∈

Nm|W ·M ≤ K} be a secret. A reachable marking M ∈ R(N,M0) is weakly exposable iff there exists a GMEC

(wi, ki) of the secret such that the corresponding (i,M)-constraint set is feasible. �

Based on Proposition 3.8, the construction of the BRG for current-state opacity requires solving integer program-

ming problems (IPP). However, for some net structures the complexity of constructing the BRG can be reduced by

relaxing IPP into linear programming problems (LPP). Due to limited space, the complexity reduction part is not

presented in this work.
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Fig. 2. BRG of the LPN in Fig. 1
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Fig. 3. Observer of the BRG in Fig. 2

Example 3.9: Consider again the LPN in Fig. 1. Let the secret be S = {M ∈ N4|M(p1) + M(p4) ≥ 2},

i.e., W = [ −1 0 0 −1 ] and K = −2. The BRG for current-state opacity of the LPN is shown in Fig. 2.

For clarity, the corresponding transition is also labeled on the arc. The observer of the BRG is shown in Fig. 3.

According to Theorem 3.5, the LPN is current-state opaque wrt the secret S. �

Note that when the secret is characterized in other forms, Theorem 3.5 still provides a necessary and sufficient

condition for current-state opacity. However, instead of solving IPP, the (i,M)-constraint set may be characterized

in a more complex form.
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Fig. 4. Communication System
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TABLE I

CASE STUDY OF DIFFERENT VALUES OF PARAMETER k

k |R(N,M0)| |Mbasis| |ObsB | S S′

8 1287 45 39 Y N

9 2002 55 45 Y N

10 3003 66 54 Y N

11 4368 78 61 Y N

12 6188 91 71 Y N

16 20349 153 111 Y N

17 26334 171 121 Y N

IV. EXAMPLE

Let us consider the LPN in Fig. 4. The initial marking of the net depends on the parameter k ∈ {2, 3, · · · }

that describes the number of tokens2 initially assigned to place p1. One secret that we consider is S = {M ∈

N6|W ·M ≤ K} with W = [ 0 1 −1 1 −1 0 ] and K = −1. The other is S′ = {M ∈ N6|W ·M ≤ K}

with W = [ 0 0 1 0 1 0 ] and K = 0.

We use a MATLAB toolbox to compute the reachability graph R(N,M0), its corresponding observer ObsR, the

BRG for current-state opacity and its observer ObsB . Several cases have been studied for different initial markings,

i.e., different values of k, and the results are shown in Table I.

• Columns 2 and 3 show the cardinalities of the reachability set R(N,M0) and the set of basis markingsMbasis;

column 4 shows the number of states of the BRG observer3.

• Columns 5 and 6 show if the LPN is current-state opaque wrt secrets S and S′, respectively. Y: the LPN is

current-state opaque; N: the LPN is not current-state opaque.

The time in seconds required to compute the reachability graph, the BRG, and the observers are correspondingly

illustrated in Table II, where“o.t.” (out of time) denotes that the tool did not halt within three hours.

From Tables I and II, we have the following conclusions. The number of reachable markings is larger than that

of basis markings, and as k increases, the cardinality of the reachability set grows much faster. Even though the

number of states of the observer for the reachability graph is equal to that of the BRG observer, the time needed

to compute the observer for the reachability graph is much longer and grows faster than that required to compute

the BRG observer. As a result, the tool runs out of time when computing ObsR with a large value of k. Namely,

the time needed to analyze current-state opacity by using the existing method is much longer with respect to the

proposed approach, especially when the net has a large initial marking. Last two columns in Table I show that in

this example the current-state opacity property wrt secrets S or S′ does not depend on the value of k.

2When k = 1, the LPN is not live.
3Since the observer of the reachability graph and the observer of the BRG have the same number of states, the column corresponds to |ObsR|

is not presented in the table.
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TABLE II

COMPUTATION TIME

k R(N,M0) ObsR BRG ObsB

8 2.2 · 101 2.6 · 101 1.3 · 10−1 1.2 · 10−1

9 5.7 · 101 6.0 · 101 1.6 · 10−1 1.6 · 10−1

10 1.3 · 102 1.5 · 102 2.0 · 10−1 2.4 · 10−1

11 2.8 · 102 3.1 · 102 2.4 · 10−1 3.0 · 10−1

12 6.0 · 102 7.2 · 102 2.9 · 10−1 4.1 · 10−1

16 o.t. o.t. 5.8 · 10−1 1.0 · 100

17 o.t. o.t. 6.7 · 10−1 1.2 · 100

V. CONCLUSIONS AND FUTURE WORK

In this paper, a novel approach to verifying current-state opacity of bounded Petri nets is developed. We show

that the notions of basis markings can also be effectively applied to verification of current-state opacity. A modified

BRG for current-state opacity is proposed. For Petri nets whose unobservable subnet is acyclic, the current-state

opacity property can be decided by just constructing the observer of the BRG rather than computing the observer of

the reachability graph, which is generally of larger size. The efficiency of the presented approach is demonstrated

by the example in the last section. The future research is to extend such results to other types of opacity properties.
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