
Generalized Mutual Exclusion Constraints and
Monitors for Colored Petri Nets∗

Maria Pia Fanti
Dip. di Elettrotecnica ed Elettronica

Politecnico di Bari, Italy

fanti@deemail.poliba.it

Alessandro Giua, Carla Seatzu
Dip. di Ing. Elettrica ed Elettronica
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Abstract – A Generalized Mutual Exclusion Con-
straint (GMEC) is a linear constraint that limits the
weighted sum of tokens in a subset of places of a
place/transition net system. The corresponding con-
troller takes the simple form of a monitor place that can
be added to the net to obtain the closed-loop system. In
this paper we extend this approach to the case of colored
Petri nets, showing that a colored GMEC can express a
set of linear constraints and can be enforced by a colored
monitor place. We also develop a matrix representation
of multisets that is useful for the design of the monitor
place.

Keywords: Petri nets, colored Petri nets, generalized
mutual exclusion constraints, monitor places.

1 Introduction
A problem that has been widely investigated in the

Petri net (PN) literature [3, 8, 9, 10] is that of de-
signing a supervisory controller that restricts the open-
loop reachability set R(N, M0) of a plant 〈N, M0〉,
to a closed-loop reachability set L ∩ R(N, M0), where
L ⊆ Nm is a given set of legal markings. Of particular
interest in many applications are those control problems
where the set of legal markings L is expressed by a set of
nc linear inequality constraints called Generalized Mu-
tual Exclusion Constraints (GMECs) [2]. Each GMEC
is a couple (w, k) where w : P → Z is a m × 1 weight
vector and k ∈ Z, and defines a set of legal markings:
L = M(w, k) = {M ∈ Nm | wT M ≤ k}.

A controlling agent, called supervisor, must ensure
that only legal markings are reached. If all transitions
are controllable, the maximally permissive supervisor
for a GMEC takes the form of a single monitor place
pc. If C is the incidence matrix of the open-loop plant
and M0 is its initial marking, the monitor that enforces
(w, k) has incidence matrix Cc = −wT C and initial
marking mc,0 = k − wT M0 . A monitor solution can
also be found when some of the transitions are not con-
trollable, although in this case the monitor may not be
maximally permissive [6, 7].

In this paper we show how the results presented in [2]
for place/transition nets can be extended to the more
general case of colored Petri nets [4]. A colored GMEC
may represent in a compact way several constraints, and
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can be unfolded into a set of uncolored GMECs. We
show that a GMEC can still be enforced by adding a
monitor place pc, and provide a systematic procedure to
compute the incidence matrix defining such a monitor
place, as well as its initial marking. We also formally
prove that, under the assumption that all transitions
are controllable and observable, the monitor place min-
imally restricts the behavior of the closed-loop system,
in the sense that it prevents only those transition firings
that yield forbidden markings.

In a companion paper [1] we apply these theoretical
results to the design of control logic for a railway system
modelled by colored Petri nets.

When not all transitions are controllable and observ-
able, it may well be possible that a monitor designed for
a given GMEC is not admissible, i.e., either it disables
an uncontrollable transition or observes an unobservable
one. It may be possible to construct a less permissive,
but admissible monitor, extending to the case of col-
ored nets the parametrization proposed by Moody and
Antsaklis [6]. This problem is not considered in this
paper.

2 Multisets
In this section we recall some notation that will be

useful in the following.

Definition 2.1. Let D be a set. A multiset (resp., non
negative multiset) α over D is defined by a mapping
α : D → Z (α : D → N) and may be represented as

α =
∑

d∈D

α(d)⊗ d

where the sum is limited to the elements such that
α(d) 6= 0.

Let Z(D) (resp., N (D)) denote the set of all multisets
(resp., non negative multisets) over D.

The multiset ε is the empty multiset such that for all
d ∈ D, ε(d) = 0. ¥

Proposition 2.2. Given two multisets α, β ∈ Z(D)
and a number a ∈ Z:

• The sum of α and β is denoted as γ = α + β and
is defined as ∀d ∈ D : γ(d) = α(d) + β(d).



• The difference of α and β is denoted as γ = α−β
and is defined as ∀d ∈ D : γ(d) = α(d) − β(d).
Note that the difference of two non negative multi-
sets may be negative.

• The product of α and a is denoted as γ = a α and
is defined as ∀d ∈ D : γ(d) = a α(d).

• We write α ≤ β iff ∀d ∈ D : α(d) ≤ β(d). ¥

Now, given two sets D and D′, let F : D → Z(D′)
be a function that associates to each element d ∈ D a
multiset on D′:

F (d) =
∑

d′∈D′
F (d, d′)⊗ d′ ∈ Z(D′).

We can naturally extend this application to a function
F : Z(D) → Z(D′) as follows.

Definition 2.3. Given two sets D and D′, a function
F : D → Z(D′), and a multiset α ∈ Z(D), we define

F (α) , F ◦α ,
∑

d∈D α(d)F (d) =∑
d∈D

∑
d′∈D′ α(d)F (d, d′)⊗ d′ ∈ Z(D′)

i.e., F (α) is the linear combination with coefficients
α(d) of the multisets F (d) over D′. ¥

Example 2.4. Let us consider the two sets D = {c1, c2}
and D′ = {z1, z2, z3}, and the multiset α over D, where
α = 2⊗ c1 +3⊗ c2. Let F (c1) = 4⊗ z1 +5⊗ z2 +2⊗ z3

and F (c2) = 3 ⊗ z1 + 2 ⊗ z2 + 2 ⊗ z3 be two multisets
over D′. Then, by definition,

F (α) = F ◦α =
∑

d∈{c1,c2} α(d)F (d)
= 2F (c1) + 3F (c2)
= (2 · 4 + 3 · 3)⊗ z1 + (2 · 5 + 3 · 2)⊗ z2+

+(2 · 2 + 3 · 2)⊗ z3

= 17⊗ z1 + 16⊗ z2 + 10⊗ z3 ∈ Z(D′)

¥

We finally observe that it is possible to give a matrix
representation of multisets and of functions over multi-
sets.

Remark 2.5. Given two sets D and D′, let us arbitrary
order their elements as follows: D = {d1, . . . , dk} and
D′ = {d′1, . . . , d′k′}.

A multiset α ∈ Z(D) can be represented by a vector:

α =




α(d1)
α(d2)

...
α(dk)


 ∈ Zk.

Thus, given a function F : D → Z(D′) for all d ∈ D
we can write

F (d) =




F (d, d′1)
F (d, d′2)

...
F (d, d′k′)


 ∈ Zk′ .

while its extension F : Z(D) → Z(D′) can be repre-
sented by the matrix

F = [ F (d1) F (d2) . . . F (dk) ] ∈ Zk′×k

and finally the multiset F (α) = F ◦α can be computed
with the usual matrix-vector product denoted by ·, i.e.,

F (α) = F ◦α = F ·α =




∑k
i=1 α(di)F (di, d

′
1)∑k

i=1 α(di)F (di, d
′
2)

...∑k
i=1 α(di)F (di, d

′
k′)


 ∈ Z

k′ .

¥
Example 2.6. Let us go back to the Example 2.4. We
can write

F = [ F (c1) F (c2) ] =

c1 c2[ 4 3
5 2
2 2

]
z1

z2

z3

and thus

F ·α =

[ 4 3
5 2
2 2

]
·
[

2
3

]
=

[ 17
16
10

]
.

¥

3 Colored Petri nets
A Colored Petri Net (CPN) is a bipartite di-

rected graph represented by a quintuple N = (P, T,
Co, Pre,Post) where P is the set of places, T is the
set of transitions, Co : P ∪ T → Cl is a color function
that associates to each element in P ∪ T a non empty
ordered set of colors in the set of possible colors Cl.

Therefore, for all pi ∈ P , Co(pi) =
{ai,1, ai,2, · · · , ai,ui} ⊆ Cl is the ordered set of
possible colors of tokens in pi, and ui is the number
of possible colors of tokens in pi. Analogously, for
all tj ∈ T , Co(tj) = {bj,1, bj,2, · · · , bj,vj} ⊆ Cl is the
ordered set of possible occurrence colors of tj , and vj is
the number of possible occurrence colors in tj .

In the following we assume that m = |P| and n = |T|.
Matrices Pre and Post are the pre-incidence and

the post-incidence m × n dimensional matrices respec-
tively. In particular, each element Pre(pi, tj) is a map-
ping from the set of occurrence colors of tj to a non
negative multiset over the set of colors of pi, namely,
Pre(pi, tj) : Co(tj) → N (Co(pi)), for i = 1, · · · , m and
j = 1, · · · , n. In the following we denote Pre(pi, tj) as
a matrix of ui× vj non negative integers, whose generic
element Pre(pi, tj)(h, k) is equal to the weight of the arc
from place pi with respect to (wrt) color ai,h to transi-
tion tj wrt color bj,k.

Analogously, Post(pi, tj) : Co(tj) → N (Co(pi)),
for i = 1, · · · ,m and j = 1, · · · , n, and we denote
Post(pi, tj) as a matrix of ui × vj non negative inte-
gers. The generic element Post(pi, tj)(h, k) is equal to
the weight of the arc from transition tj wrt color bj,k to
place pi wrt color ai,h.
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Figure 1: The closed-loop colored Petri net of Example 1 and the unfolded closed-loop net.

The incidence matrix C is an m × n matrix, whose
generic element C(pi, tj) : Co(tj) → Z(Co(pi)), for
i = 1, · · · ,m and j = 1, · · ·n. In particular C(pi, tj) =
Post(pi, tj)− Pre(pi, tj).

For each place pi ∈ P , we define the marking mi of
pi as a non negative multiset over Co(pi). The mapping
mi : Co(pi) → N associates to each possible token color
in pi a non negative integer representing the number of
tokens of that color that is contained in place pi, and

mi =
∑

d∈Co(pi)

mi(d)⊗ d.

In the following we denote mi as a column vector of
ui non negative integers, whose h-th component mi(h)
is equal to the number of tokens of color ai,h that are
contained in pi.

Finally, the marking M of a CPN is an m-dimensional
column vector of multisets, i.e.,

M =




m1

...
mm


 .

A colored Petri net system 〈N, M0〉 is a colored Petri
net N with initial marking M0.

A transition tj ∈ T is enabled wrt color bj,k at a mark-
ing M if and only if for each place pi ∈ P and for all
h = 1, · · · , ui, we have mi(h) ≥ Pre(pi, tj)(h, k).

If an enabled transition tj fires at M wrt color
bj,k, then we get a new marking M ′ where, for all
pi ∈ P and for all h = 1, · · · , ui, m′

i(h) = mi(h) +
Post(pi, tj)(h, k)− Pre(pi, tj)(h, k).

We will write M [tj(k)〉M ′ to denote that t fires at
M wrt color bj,k yielding M ′.

A firing sequence from M0 is a (possibly empty) se-
quence of transitions, each one firing wrt a given color,

σ = tj1(kj1)tj2(kj2) . . . tjr (kjr )

such that

M0[tj1(kj1)〉M1[tj2(kj2)〉M2 . . . tjr (kjr )〉M r.

A marking M is reachable in 〈N, M0〉 iff there exists a
firing sequence σ such that M0[σ〉M .

Given a system 〈N, M0〉, the set of firing sequences
(also called language of the net) is denoted L(N, M0)
and the set of reachable markings (also called the reach-
ability set of the colored net) is denoted R(N, M0).

If the marking M is reachable in 〈N, M0〉 by firing a
sequence σ, then the following state equation is satisfied:

M = M0 + C ◦Σ

Σ = [ σ1 · · · σn ]T

is a vector of non negative multisets, and σj ∈
N (Co(tj)), for j = 1, . . . , n is a multiset that speci-
fies how many times transition tj has fired wrt each of
its colors. The vector Σ is called the firing count vector
of the firing sequence σ.

Finally, let x be an m-dimensional vector of multisets
where for all i = 1, . . . , m, xi ∈ N (Co(pi)). Let P ′ ⊆ P .
The projection of x on P ′ is the restriction of x to P ′
and will be denoted x ↑P ′ . This definition is extended
in the usual way to the projection of a set of vectors X ,
i.e., X ↑P ′= {x ↑P ′ | x ∈ X}.
Example 3.1. Let us consider the CPN in Figure 1.a
apart from place pc and all connected arcs. The set of
colors is Cl = {c1, c2, c3}. Place p1 may only contain
tokens of colors c2 and c3, while place p2 may contain
tokens of any color in Cl. Finally, transitions t1 and t3
may only fire wrt to colors c1 and c2, while transition
t2 may fire wrt any color in Cl.

Given the structure of the net, the only non null ma-
trices Pre and Post are those reported Figure 1.a using
the matrix notation, or equivalently,

Post(p1, t1)(c1) = 2⊗ c2 + 1⊗ c3,
Post(p1, t1)(c2) = 1⊗ c2 + 2⊗ c3,
Pre(p1, t2)(c1) = 1⊗ c2 + 1⊗ c3,
Pre(p1, t2)(c2) = 2⊗ c2 + 1⊗ c3,



m(c2)

m(c1)

a1m(c1) + a2m(c2) ≤ k1

m(c2) ≤ k2

b1m(c1) + b2m(c2) ≤ k3

Figure 2: The graphical representation of the M(w,k)
in the case of a generic GMEC involving a single place.

and so on.
Assuming that no token is initially contained in the

net, i.e.,
M0 = [ ε ε ]T ,

if t1 fires wrt to c1 then we reach a new marking

M1 = [ 2⊗ c2 + 1⊗ c3 ε ]T .

Now, if t2 fires wrt c2, then we reach a new marking

M2 = [ ε 2⊗ c2 ]T .

The firing vector associated to the whole sequence σ =
t1(c1)t2(c2) is

Σ = [ 1⊗ c1 1⊗ c2 ε ]T .

¥

4 GMECs in colored Petri nets
In this section we extend the notion of GMEC to the

case of colored Petri nets. Then, in the next session, we
provide a systematic procedure to design the controller
that enforces such a constraint.

Definition 4.1. A GMEC is a couple (W ,k) where

W = [ w1 · · · wm ] , k ∈ Z(D), (1)

for all i, wi : Co(pi) → Z(D), and D is a set of
colors different from Co(pi), i = 1, · · · ,m. Thus W
can also be represented by a matrix with |D| rows and∑m

i=1 |Co(pi)| columns.
The set of legal markings defined by (W ,k) can be

written as

M(W , k) =



M =




m1

...
mm




∣∣∣∣∣∣
mi ∈ N (Co(pi)),

W ◦M ,
∑m

i=1 wi ◦mi ≤ k
}

.

(2)
¥

Note that here we are extending the ◦ operator to the
case of scalar product of vectors of multisets.

Now, to better clarify the above definition, let us as-
sume that a single place p is involved in the constraint,

i.e., the GMEC is a couple (w, k) where w : Co(p) →
Z(D) and k ∈ Z(D). Assume we want the set of legal
markings have the generic structure shown in Figure 2.

A set of legal markings of this kind can be written in
the form (2) provided that D = {z1, z2, z3}. In fact, in
such a case

w(c1) = w1(z1)⊗ z1 + w1(z3)⊗ z3,
w(c2) = w2(z1)⊗ z1 + 1⊗ z2 + w2(z3)⊗ z3,
k = k(z1)⊗ z1 + k(z2)⊗ z2 + k(z3)⊗ z3,

w ◦M = w(c1)m(c1) + w(c2)m(c2)
= [w1(z1)m(c1) + w2(z1)m(c2)]⊗ z1+

m(c2)⊗ z2+
[w1(z3)m(c1) + w2(z3)m(c2)]⊗ z3

that implies that the set of legal markings is

M(w, k) = {M ∈ N (Co(p)) |
w1(z1)m(c1) + w2(z1)m(c2) ≤ k(z1),
m(c2) ≤ k(z2),
w1(z3)m(c1) + w2(z3)m(c2) ≤ k(z3)}.

The above set coincides with the dark area in Figure 2
provided that ki = k(zi), i = 1, 2, 3, a1 = w1(z1), a2 =
w2(z2), b1 = w1(z3) and b2 = w2(z3).
Remark 4.2. Note that the same reasoning can be triv-
ially extended to the case of an arbitrary large number
N of linear constraints by simply defining the set D as
a set of cardinality N . ¥
Example 4.3. Let us consider again the CPN in Fig-
ure 1.a apart from place pc and all connected arcs. As-
sume D = {z1, z2, z3}. Moreover, let

w1 = [ w1(c2) w1(c3) ]
w1(c1) = 1⊗ z1 + 2⊗ z2,
w1(c3) = 2⊗ z2 + 3⊗ z3,

w2 = [ w2(c1) w2(c2) w2(c3) ]
w2(c1) = 1⊗ z1 + 2⊗ z2 + 2⊗ z3,
w2(c2) = 2⊗ z3,
w2(c3) = 1⊗ z1 + 4⊗ z3.

k = 3⊗ z1 + 5⊗ z2 + 6⊗ z3.

Using the matrix notation we can write:

w1 =

c2 c3[ 1 0
2 2
0 3

]
z1

z2

z3

w2 =

c1 c2 c3[ 1 0 1
2 0 0
2 2 3

]
z1

z2

z3

and
k = [ 3 5 6 ]T .

Therefore,

W ◦M ,
m∑

i=1

wi ◦mi

=

[ 1 0
2 2
0 3

]
·
[

m1(c2)
m1(c3)

]
+

+

[ 1 0 1
2 0 0
2 2 3

]
·
[

m2(c1)
m2(c2)
m2(c3)

]
≤

[ 2
1
3

]



and

M(W , k) = { M =
[

m1

m2

]
| mi ∈ N (Co(pi)),

m1(c2) + m2(c1) + m2(c3) ≤ 3,
2m1(c2) + 2m1(c3) + 2m2(c1) ≤ 5
3m1(c3) + 2m2(c1) + 2m2(c2) + 3m2(c3) ≤ 6} .

¥

5 Monitors for colored Petri nets
In this section we show how the results presented in [2]

for place/transition nets can be extended to the more
general case of colored Petri nets. In particular, we
show that a GMEC can still be enforced by adding a
monitor place pc, and we provide a systematic procedure
to compute the incidence matrix defining such a monitor
place, as well as its initial marking.

Definition 5.1. Given a colored Petri net system
〈Np, Mp,0〉, with Np = (P, T, Co, Prep,Postp), and
a GMEC (W , k) with k ∈ Z(D), the monitor that en-
forces this constraint is a new place pc with Co(pc) = D,
to be added to Np. The resulting system is denoted
〈N, M0〉, with N = (P ∪{pc}, T, Co, Pre, Post). Then
N will have incidence matrix

C =
[

Cp

Cc

]
, where Cc = −W ◦Cp. (3)

We are assuming that there are no selfloops containing
pc in N , hence Pre and Post may be uniquely deter-
mined by C. The initial marking of 〈N, M0〉 is

M0 =
[

Mp,0

mc,0

]
, where mc,0 = k−W ◦Mp,0. (4)

We assume that the initial marking Mp,0 of the system
satisfies the constraint (W , k). ¥

In the case of controllable and observable transitions
we can prove the following result.

Theorem 5.2. Let 〈Np, Mp,0〉 be a CPN system, and
(W , k) a colored GMEC. Let 〈N, M0〉 be the system
with the addition of the monitor place pc.

(1) The monitor place pc enforces the GMEC (W ,k)
when included in the closed-loop system 〈N, M0〉.

(2) The monitor place pc minimally restricts the be-
havior of the closed-loop system 〈N, M0〉, in the sense
that it prevents only transition firings that yield forbid-
den markings.

Proof. Let mc denote the generic marking of the mon-
itor place pc.

(1) The first statement is proved if we demonstrate
that the projection on P of the reachability set of
〈N, M0〉 is contained in the set of legal reachable mark-
ings of 〈Np, Mp,0〉, i.e., R(N, M0) ↑P⊆ R(Np, Mp,0) ∩
M(W , k).

Clearly, R(N, M0) ↑P⊆ R(Np, Mp,0), since the addi-
tion of a place can only further constrain the behavior
of a system. To prove R(N, M0) ↑P⊆ M(W ,k), let

M ′ ∈ R(N, M0) and M ′
p = M ′ ↑P . Then, there ex-

ists a firing vector Σ such that M ′ = M0 + C ◦ Σ,
or equivalently, M ′

p = Mp,0 + Cp ◦ Σ and m′
c =

mc,0 −W ◦Cp ◦ Σ = k −W ◦ (Mp,0 + Cp ◦Σ) ≥ ε.
Hence W ◦ M ′

p = W ◦ (Mp,0 + Cp ◦ Σ) ≤ k, i.e.,
M ′

p ∈M(W , k).
(2) Let σt(k) ∈ L(Np, Mp,0) be such that

Mp,0[σ〉M ′
p[t(k)〉M ′′

p and σ ∈ L(N, M0) be such
that M0[σ〉M ′. We need to prove that σt(k) /∈
L(N, M0) ⇒ W ◦M ′′

p > k.
Let Cp(·, t)(·, k) be the column of Cp corresponding

to transition t firing wrt color k. Then Pre(pc, t)(·, k)−
Post(pc, t)(·, k) = −C(pc, t)(·, k) = W ◦ Cp(·, t)(·, k).
Since t is not enabled wrt color k at marking M ′ and
since there are no selfloops containing pc, it follows that
ε ≤ m′

c < Pre(pc, t)(·, k) ⇒ Post(pc, t)(·, k) = ε,
i.e., Pre(pc, t)(·, k) = W ◦Cp(·, t)(·, k). Then k−W ◦
M ′

p = m′
c < Pre(pc, t)(·, k) = W ◦Cp(·, t)(·, k), from

which follows W ◦ M ′′
p = W ◦ [M ′

p + C(·, t)(·, k)] >
k.

Example 5.3. Let us consider again the CPN in Fig-
ure 1.a apart from place pc and all connected arcs. The
incidence matrix is

Cp =
[

Post(p1, t1) −Pre(p1, t2) 0
0 Post(p2, t2) −Pre(p2, t3)

]

where Post(p1, t1), Pre(p1, t2), Post(p2, t2) and
Pre(p2, t3) are shown in Figure 1.a using the matrix
notation introduced in Section 3.

Assume that we want to enforce the GMEC (W , k)
considered in the previous Example 4.3.

This constraint can be enforced by adding a monitor
place pc whose incidence matrix Cc is

Cc = [ Cc(pc, t1) Cc(pc, t2) Cc(pc, t3) ]

= −W ◦Cp

= − [ w1 w2 ] ◦
[

Post(p1, t1) −Pre(p1, t2) 0
0 Post(p2, t2) −Pre(p2, t3)

]

=




−(w1 ◦ Post(p1, t1) )T

( w1 ◦ Pre(p1, t2)−w2 ◦ Post(p2, t2) )T

(w2 ◦ Pre(p2, t3) )T




T

=

c1 c2 c1 c2 c3 c1 c2[ −2 11 −1 2 −1 1 3
−6 −6 2 6 4 2 4
−3 −6 −2 −1 −1 6 9

]
z1

z2

z3

The resulting closed-loop net is reported in Figure 1.a.
For completeness in the same figure we have also re-
ported the unfolding of the closed-loop net N . Note
that an uncolored Petri net is a CPN where for all p ∈ P
and for all t ∈ T , Co(p) = Co(t) = {•} where • is the
usual uncolored token. In particular, we used the follow-
ing notation. Different colors have been used to denote



the open-loop net and the monitor places. More pre-
cisely, black has been used to represent the open-loop
net, while blue, red and green denote the monitor places
(pc,1, pc,2, and pc,3), and all arcs connected to them, rel-
ative to the constraints associated to colors z1, z2 and
z3, respectively. Moreover, the marking of the generic
place pi,j denotes the number of tokens of color cj that
are contained in the place pi of the original CPN. Fi-
nally, the firing of transition ti,j corresponds to the firing
of transition ti wrt color cj . If we order the set of places
and transitions of the unfolded open-loop net so that its
marking M is equal to

M = [ m1,2 m1,3 m2,1 m2,2 m2,3 ]T

and the set of transitions is

T = {t1,1, t1,2, t2,1, t2,2, t2,3, t3,1, t3,2},
the incidence matrix of the unfolded open-loop net is
equal to

C =




2 1 −1 −2 −1 0 0
1 2 −1 −1 −2 0 0
0 0 1 0 1 −1 −2
0 0 0 2 1 −2 −1
0 0 1 0 1 0 −1


 .

By looking at the definition of the set of consistent
markings, it is easy to write the constraint matrix W ,
i.e.,

W =




1 2 0
0 2 3
1 2 2
0 0 2
1 0 3


 .

Therefore the incidence matrix of the controller of the
unfolded net is

Cc = −W
T ·C =

[ −2 −1 −1 2 −1 1 3
−6 −6 2 6 4 2 4
−3 −6 −2 −1 −1 6 9

]

in accordance with the results obtained using the col-
ored Petri net.

Now, assume that the initial marking of the open-loop
colored net is

Mp,0 =
[

1⊗ c1

1⊗ c1 + 1⊗ c3

]

that satisfies the GMEC. In such a case the initial mark-
ing of the monitor place should be taken equal to

mc,0 = k −W ◦Mp,0 = k −
3∑

i=1

wi ◦mp,0,i

= 1⊗ z1 + 3⊗ z2 + 1⊗ z3.

Analogously, if we consider the unfolded net, using the
well known theory of the GMECs, we find out that the
initial marking of the monitor places is mc,1 = mc,3 = 1
and mc,2 = 3. ¥

6 Conclusions
We have extended the classic Petri net control ap-

proach based on GMECs and monitor places to the case
of colored Petri nets. A colored GMEC can express a
set of linear constraints and can be enforced by a col-
ored monitor place. We have also developed a matrix
representation of multisets that is useful for the design
of the monitor place.

We have assumed that all transitions are controllable
and observable. If such is not the case, a colored mon-
itor designed for a given colored GMEC may not be
admissible, (it may disable an uncontrollable transition
or observe an unobservable one). We plan to extend
this work to show how it may be possible to construct
a less permissive, but admissible monitor, extending to
the case of colored nets the parametrization proposed
by Moody and Antsaklis [6].
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