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Este, que ves, engafio colorido,

gue del arte ostentando los primores,
con falsos silogismos de colores

es cauteloso engario del sentido.

This coloured counterfeit that thou beholdest,
vainglorious with the excellencies of art,

is, in fallacious syllogisms of colour,

nought but a cunning dupery of sense.

Inundaciéon Castalidall, 1-4

Juana de Asbaje y Ramirez,
Sor Juana Inés de la Cruz (1651-1695)
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Abstract

Discrete event systemmgpresents a new field of control theory of increasing importance in the
domains of manufacturing, communications, and robotBigervisory Controlheory, based on
formal languages, is a well established framework for the study of discrete event systems.

The thesis discusses the usdretri netsin Supervisory Control. Place/Transition nets have
been used by several authors to represent discrete event systems. In our apprcaqertheor
i.e., the control agent that restricts the behavior of a system within a legal behavior, is represented
as a Place/Transition net as well. The advantage of such a supervisor, as opposed to a supervi-
sor given as a feedback function, is that a closed loop model of the controlled system may be
constructed and analyzed using the techniques pertaining to Petri net models.

We show that a Petri net supervisor may not exist if the system'’s behavior or the legal behavior
are nonregular Petri net languages. By defining a new class of Petri net languagegjatailed
ministic P-closedit is possible to derive necessary and sufficient conditions for the existence of
supervisors as nets.

The thesis presents an algorithm, based ordmeurrent compositionperator, for the design
of Petri net supervisors and discusses how a composed net may be validated. In a first approach,
based on incidence matrix analysis, important properties of the net, such as controllability or such
as the absence of blocking states, may be studied by Integer Programming techniques. In a second
approach, we consider a class of specifications, cgkerbralized mutual exclusion constraints
and discuss several possible structures for the supervisor capable of enforcing them.

vii



Chapter 1

INTRODUCTION

1.1 Introduction

The object of the study of traditional control theory have been systems of continuous and syn-
chronous discrete variables, modeled by differential or difference equations. However, as the
scope of control theory is being extended into the domains of manufacturing, robotics, computer
and communication networks, and so on, there is an increasing need for different models, capable
of describing systems that evolve in accordance with the abrupt occurrence, at possibly unknown
irregular intervals, of physical events. Such systems, whose states have logical or symbolic, rather
than numerical, values that change in response to events which may also be described in non-
numerical terms, are callatiscrete event systeniBES) [Ramadge 89b] and the corresponding
models are callediscrete event mode(®EM) [Inan 88].

These systems require control and coordination to ensure the orderly flow of events. As con-
trolled (or potentially controllable) dynamic systems, DES qualify as a proper subject for control
theory. Hence a twofold issue presents itself: we nepdveerfulclass of DEM, capable of cap-
turing the essential features of discrete, asynchronous and possibly nondeterministic systems, and
aunifyingtheory for their control.

The goal of the present research is that of applyiReti net modelwvithin the framework
of Supervisory Contrgla control theory for DES introduced recently by Ramadge and Wonham
[Ramadge 83, Ramadge 87]. We study how Petri net models may be used to solve supervisory
control problems, i.e, the design of a supervisor capable of restricting the behavior of a system
within a legal behavior.

1.2 Background and Motivation

In this section we rather informally discuss the motivation of this research. We want to show why
Petri nets are a good discrete event model and a powerful tool for Supervisory Control.

1.2.1 Discrete Event Systems and Models

A DES is a dynamic system with a discrete state space and piecewise constant state trajectories
(see Figure 1.1); the time instant at which state transitions occur, as well as the actual transitions,
will in general be unpredictable.

The state transitions of a DES are caleagntsand may be labeled with the elements of some
alphabet.. These labels usually indicate the physical phenomenon that caused the change in state.
For example, in a manufacturing environment typical event labelthaaehine 1 starts working
on part A”, “machine 1 breaks down’etc.
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Figure 1.1: State trajectories for a Discrete Event System.

Model Classification

The many areas in which DES arise and the different aspects of behavior relevant in each area have
led to the development of a variety of DEM. We have the following classification [Ramadge 86,
Ramadge 89b].

1. Logical DEM, in which a common simplifying assumption is to ignore the times of occur-
rence of the events and consider only the order in which they occur. This simplification is
justified when the model is to be used to study properties of the event dynamics that are
independent of specific timing assumptions.

2. Timedor performance DEMwhich are intended for the study of properties explicitly de-
pendent on interevent timing. These models can be further classified as:

a) nonstochasticif the timing is known a priori;

b) stochasticif the timing is not known a priori due to random delays or random occur-
rences of events.

Logical Models

The behavior captured in a logical model is the sequences of discrete evieatesthat a system
generates [Inan 88]. Leaf be the set of discrete events labels andXletbe the set of all finite
sequences of events i (including the empty trac). Thus a possible evolution of the system
may be represented, as in Figure 1.1, by

w = abac. ..,

wherew € ¥* anda, b, c € 3.
There are two main assumptions here.

1. We are interested in therder in which the events occur but not in tieal timeat which
they occur;

2. An event isatomig i.e., it is considered to occur in a single step, even if in the real system
it may be implemented as a sequence of instructions.
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In a logical model, the behavior of a given system is thus given by a subset lanjuag#',
consisting of all the traces (@tringg that the system can generate. In most systems of interest,
L will be an infinite set so that it cannot be given simply by listing all the traces. We will study
systems that allow a logical model.

1.2.2 Evaluation of Discrete Event Models

A great number of logical DEM have been proposed. In order to evaluate and compare their
suitability for control applications, different properties have to be considered [Inan 88].

Descriptive power

The descriptive powenf a DEM has different facets. Inan and Varaya [Inan 88] have used the
termslanguage complexityand algebraic complexityo denote two aspects of the descriptive
power. We will call these two aspedenguage poweandalgebraic power Additionally, we
will consider a third aspect that we cadipresentational power

A discrete event model must give a means to specify the set of admissible event trajectories.
This may be done using different formalisms.

e A state transition structures used by automata and net models such as finite state machines,
Petri nets, Blichi automata [Ramadge 89a].

e A set of equation used by boolean models [Aveyard 74], communicating sequential pro-
cesses [Hoare 85], finitely recursive processes [Inan 88].

e Logical calculuss used in temporal logic models [Pnueli 79].

Two different models may represent the same behavior although they use different formalisms. It
is often the case, however, that some behavior can be easily modeled with one particular formalism
and not so easily modeled with a different one. We call this qualitative aspaetsentational

power. In the following section, we will compare different models with Petri nets with the aim

of showing that the representational power of Petri nets is fairly large. In fact, Petri nets are not

subject to the representational shortcoming typical of other models.

We have seen that the logical behavior of a system is represented in the model by a language
L C ¥*. In general, different formalisms generate different classes of languages, i.e., each model
has its owranguage power As an example, the class of languages generated by finitely recursive
processes is a superset of Petri net languages that in turn are a superset of regular languages (the
class of languages generated by finite state machines). It is desirable that the language power of
a model be as large as possible, so that the model may be used to represent a large variety of
systems. However, formal language theory shows that the analysis complexity grows with the
language power of a model. The extreme case is that of Turing machines that have the largest
language complexity but whose languages have many undecidable properties.

Complex systems can be regarded as being built out of interacting subsystems. A modeling
formalism will be useful if it contains operators that combine one or more models in ways that
reflect the ways in which systems are connected. In our view of a DEM as a language generator,
these operators, union, intersection, concurrent composition, etc., are defined on languages. The
class of operators related to each model definalgsbraic power.

Performance Evaluation

Once we are sure that a model has captured the essential features of a system, we want to use
that model for determining whether the system has the desired properties or whether it is free of
abnormal behavior.
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This can be done in two steps. Firstly, “translate” the desirable properties of the system into
properties of the model. Secondly, “derive effective algorithmic, analytical, or simulation methods
to verify that the model possesses the desired properties” [Inan 88].

In this last step, the issue odbmputational complexitig a key concern. For example, the num-
ber of states in a transition structure for specifying the admissible event trajectories may depend
exponentially on some system parameter. In such cases simple algorithms for verification or syn-
thesis, e.g., an exhaustive search over the state space, rapidly become computationally intractable.
Thus one tries to mitigate the complexity by the use of aggregation or modularity, or by exploiting
hierarchical or other special structures.

Control Implementation

The modeling and analysis of systems is only the first step in the study of DES. The final goal

is to modify (by control action) the set of admissible trajectories so that each event trajectory has
the desired properties. A model should then find application in the framework of a control theory.

It should also provide a guide to constructing a controller. At best, this is done by an automatic
compilation of the model into control code; at worst, “ad hoc” solutions must be studied.

1.2.3 Petri Net Models

In this work we study a particular Petri net (PN) model: Place/Transition (P/T) nets. Petri nets
satisfy all the requirements that a good DEM should have [Giua 92a].

1. Descriptive power
Petri nets have great descriptive power. They have been designed specifically to model sys-
tems with interacting components and as such are able to capture many characteristics of
an event driven system, namely concurrency, asynchronous operations, deadlocks, conflicts,
etc. Furthermore, the PN formalism permits description of logical models (P/T nets, Col-
ored PN), timed models (Timed PN) and performance models (Stochastic PN, Generalized
Stochastic PN).

When logical models are considered, classes of languages generated by Petri nets, called
Petri nets languages, may be defined. These classes are supersets of regular languages
and with the introduction of a great number of operators define an algebra. However, PN
languages do not have all the nice closure properties of, say, regular languages.

The basic P/T net cannot model a condition of the form: “Fire transitidrplace p is
empty”. Hence a P/T Petri net cannot simulate a register machine which in turn is equiv-
alent to a Turing machine [Ichikawa 88a]. It is possible to extend the formalism with the
introduction ofinhibitory arcs i.e., arcs from places to transitions that prevent the firing of

a transition if the input place is marked. However we note that the descriptive power of P/T
nets is large enough for most common applications, and often even more restricted models
are considered, such as conservative PN.

Conservative PN are essentially equivalent to finite state machines, since the number of
reachable markings (i.e., the number of 'states’ of the model) is finite. However, they still
make use of the full representational power of Petri nets. In fact, since the states of a
PN are represented by the possible markings and not by the places, they allow a compact
description, i.e., the structure of the net may be maintained small in size even if the number
of the markings grows.

2. Performance Evaluation
The desired properties of a system map fairly well into properties of the corresponding Petri
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net model. Many algorithms, with a well developed mathematical and practical foundation,
have been developed to study these properties.

The analysis techniques for Petri nets may be divided into the following groups (see [Silva 85]).

e Analysis by enumerationlt requires the construction of thheachability treerepre-
senting the set of reachable markings and transition firings. If this set is not finite, a
finite coverability treemay be constructed.

e Analysis by transformationA net V7 is transformed, according to particular rules,
into a netN, while maintaining the properties of interest. The analysis of the\aet
is assumed to be simpler than the analysis of theNjet Examples of this analysis
technique areeduction methodsthat permit the simplification of the structure of a
net.

e Structural analysislt permits the demonstration of several properties almost indepen-
dently of the initial marking. Structural analysis may be based on the study of the state
equation of the net or on the study of the net graph.

e Simulation analysislt is useful for timed nets and to study the behavior of nets that
interact with an external environment.

Petri nets also represent a hierarchical modeling tool and allow reduction of the compu-
tational complexity of analysis by exploitingodular synthesisWith modular synthesis,
complex systems may be constructed by aggregation of simpler modules while preserving
the properties of interest.

3. Control Implementation
Petri nets languages offer a simple means of applying control-theoretical ideas and in this
thesis we will show that they are consistent with Supervisory Control theory.

Petri net based controllers may be implemented in both hardware and software. Programmable
Logic Controllers [Silva 89b, Silva 83] and Petri-net like languages [Murata 86] have been
used in different applications.

In [Crockett 87, Kasturia 88] a Petri net interpreter is implemented using a mixture of ap-
plication dependent and independent code. However, it is necessary to point out that there
exists no general technique for compiling a Petri net description into a control system.

It may be worth comparing theepresentational poweof PN with that of other models for
concurrent systems [Best 91]. It is possible to partition the current approaches)imadels in
which the basic notion is that state such as state machinég;models in which the basic notion
is that ofaction, such as interleaving models. Petri nets show more flexibility in this respect, since
states and actions are treated on equal footing and both step and interleaving semantics can be
defined on Petri nets [Best 91].

In the next example, we will see that Petri nets give a very compact description of systems
which, due to concurrent behavior, have a large state space.

Example 1.1. Suppose we have a cyclic process where five jobs may be in four different stages.

In Figure 1.2 we have a Petri net where each token represents a job and each place represents a
different stage. Although the number of reachable markings is 56, the PN model is very simple
compared to a state machine model where we need to explicitly represent all states.

Models based on actions do not suffer from this state space explosion, since they do not re-
quire the explicit enumeration of all the states. As an example, an interleaving model of the
system considered in this example may be described as followsL Lbé the behavior of the
cyclic process with a single job, i.e., a single token. Then possible evolutions of the system are:
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Figure 1.3: Petri net in Example 1.2.

A, t1, titg, titats, ..., i.e., L1 = (t1 t2 t3 t4)*; here the bar stands for the prefix operator and
is the Kleene star operator. Then the behavior of the process when five jobs are been processed
concurrently is given by

Ls =Ly || Ly || Ly || Ly || Ly,

where|| is the concurrent composition operator.

The shortcoming of models based on actions lies in the cumbersome way in which specifica-
tions involving counters and semaphores are modeled.

Example 1.2. Consider the Petri net in Figure 1.3. Here we have two sequéngesand(tsty)

that can be run up to a total aftimes,n being the number of tokens 3. Using an interleaving
model to represent this process is awkward: we have to explicitly specify all concurrent firing
sequences. In fact, far = 1 the behavior is

Ly = taty + t3ty.

Forn = 2 we have

Ly = (t2t1)2 -+ (tztl) H (t3t4) + (t3t4)2.

For a generia

Ln = (tgtl)n + (tztl)nfl || (t3t4) 4 ... (tgtl) || (t3t4)”71 + (t3t4)".
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1.2.4 Supervisory Control

Ramadge and Wonham provide a unifying framework for the control of discrete event systems

[Ramadge 89b], and so far th&8upervisory Control Theorg the most general and comprehen-

sive theory presented for logical DES. An introduction to the theory is presented in Appendix B.

Here we simply discuss those aspects of Supervisory Control that have motivated this research.
We may distinguish three different areas of interest in the supervisory control approach.

1. Theformal language levelis concerned with theoretical issues. Qualitative properties of
DES, such astability [Brave 90],controllability [Ramadge 87]pbservability[Cieslak 91,
Ozveren 90]nonblockingnesfRamadge 87], etc., are defined from a very general perspec-
tive as properties of languages. This “abstract” perspective has made possible the creation
of a model-independent theory.

At this level, new language operators, that will play a central role in solving the control
problem, are also defined. Examples of these operators aseiiniemal controllable sub-
language(SCS) [Wonham 87]infimal controllable superlanguag@Cs) [Lafortune 90a],

etc. The closure properties of different classes of languages under these operators are also
discussed. The class of regular languages is closed under the SCS and ICS operators, as
shown by Ramadge and Wonham [Wonham 87], and Lafortune and Chen [Lafortune 90a].
No results have been published on Petri net languages.

Finally, language theory provides a rigorous formalism for proving important theorems on
the existence of supervisors. The existence of finite state supervisors have been discussed
by Ramadge and Wonhan [Wonham 87] and Ushio [Ushio 90]. Some results on Petri net
supervisors with inhibitory arcs have been presented by Sreenivas and Krogh [Sreenivas 92].

2. The system leveldeals with the concept of DES, seen as a language generator over an al-
phabet of event&. One the most important features is the partitiortahto two disjoints
sets: the set afontrollableeventsX,., and the set ofincontrollableevents:,,. The uncon-
trollable events are those which cannot be disabled by a control action.

The basic control problem is the following. We are given a DE§enerating the language
L(G) and a specification, i.e., a legal langudgeWe want to restrict the behavior of the
system, by disabling only controllable transitions, within the limits of the legal language.

The control structure that restricts the behavior of the system is cakegervisor The
supervisor receives as input the sequence of events generaiedy determines a control

input that specifies which events are to be disable@ inlf we consider the systei® as

the plant (or the object to be controlled) and the supervisor as the controlling agent, it is
often possible to realize a supervisor simply as another BESand G are supposed to

run in parallel and the closed loop structure is again a DES, denot&dd)yhe action of

SonG. It has been noted [Cieslak 91] that this approach allows us to evaluate and compare
the effect of different control policies on the behavior of the uncontrolled system, since
open loop plant and controller are treated separately; previous approaches require a separate
model for each control policy and only permit models of closed loop systems.

Design algorithms have been devised to compute the control structure of a supervisor for a
given control problem, given the knowledge of the system and of the specification. These
algorithms are based on language operators, thus they are model independent.

3. At the model levela particular model is chosen to describe the physical device to be con-
trolled. In classical control theory there exist different models for, say, linear systems, such
as transfer function, state variables, matrix-fraction description, polynomial matrix descrip-
tion, etc., all capable of describing systems whose behavior is defined by a differential linear
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equation. In the case of a discrete event system, the behavior is defined as a formal language;
hence the models used are language generators.

In Section 1.2.2, we have already discussed the good properties that a discrete event model
should feature.

1.3 Obijectives of the Thesis

Supervisory Control is so far the most complete theory for the control of DES. It has a sound
mathematical foundation, based on formal languages; it provides exact algorithms to design a
supervisor for large classes of control problems; it captures the physical constraints the controller
must satisfy, since it assume that only a subset of the events is controllable; it is sufficiently general
to be applied to different models.

Another issue of paramount importance is the complexity involved in solving a control prob-
lem. Here the choice of one model rather than another one is a key factor that may drastically
affect the class of problems that can be solved.

Firstly, since the language power of each model is limited, there may exist systems whose
behavior may not be expressed with a given model. It is often assumed that physical systems have
a finite state space. However there are cases where it may be necessary to use a model such as
Petri nets, with a possibly infinite number of states.

Secondly, the representational power of a model may not be specifically tailored to represent a
given system’s behavior. The exponential growth of the state space of a model with the number of
interconnected modules is a well known blight in the study of concurrent systems which makes the
use of simple models, such as finite state machines, impracticable. We have seen, in the previous
discussion, that Petri nets reduce this complexity by means of its representation power. Thus Petri
nets may potentially be viewed as an effective means to realize supervisory controllers, allowed
by language theory but in practice until now unattainable because of the state space explosion
problem.

Thirdly, each model has its own tool-set of design and analysis techniques, which may be used
more or less efficiently for the solution of a control problem. Petri nets provide a compact represen-
tation of systems, but a brute force analysis of the model may often require the exhaustive search
of the reachability tree, thus making its computational complexity exponential as well. There are
ways to mitigate the complexity involved in the analysis of the model by using techniques that
are primarily based on the structure of a net rather than on its behavior. Examples of these tech-
niques aréncidence matrix analysiandmodular synthesisAlthough these techniques have been
extensively investigated in the Petri net literature, so far they have been used in the context of
Supervisory Control only by Holloway and Krogh [Holloway 90, Krogh 91, Holloway 92a].

We are finally ready to state the goal of this reseatbivestigate the use of Petri nets models
within the framework of Supervisory Control”

The fulfillment of this goal requires several steps.

1. At the formal language level, we need to study Petri net languages in the context of Super-
visory Control. This will allow us to characterize the class of control problems that may
be solved by Petri net models, i.e., the class of problems for which a Petri net supervisor
exists. In particular, we need to consider the closure properties of Petri net languages under
the operators used in Supervisory Control theory.

2. At the discrete event system level, we need to study the counterpart on a Petri net structure
of the linguistic operators required in the design of a supervisor. Wonham has proposed
an algorithm which uses three different operators: shuffle, selfloop and intersection. We
propose an alternative design that requires only one operator: concurrent composition. The
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counterpart of this operator on the net structure can be easily defined and preserves the
modularity of the overall system.

It is often the case that once the coarse structure of a supervisor has been obtained, by
concurrent composition of the system and specification modules, we need to refine the net,
to avoid reaching a set of undesirable markings. We need to derive refinement procedures
which preserve the modular structure of the net in this step as well.

3. Atthe model level, we need to make full use of the Petri net analysis techniques to efficiently
validate a Petri net supervisor, i.e., to prove that the supervisor has the desired properties.

We will explore two different techniques. The first one is based on incidence matrix analysis,
in which the reachability set of a marked net is represented by the integer solutions of a set
of linear inequalities. Classic incidence matrix analysis is based on the solution of the state
equation of a net. This approach, however, has been shown useless [Colom 89] in determin-
ing some properties of net systems such as the existence of home markings, i.e., markings
that may be reached by any marking in the reachability set of a Petri net. Determining the
existence of home markings is a problem essentially equivalent to that of determining if a
net is nonblocking, which is an important property of discrete event systems. Thus, we need
to modify this approach in order to be able to use this analysis technique in the context of
Supervisory Control.

A second area of our research is the use of modular synthesis techniques for nets with
uncontrollable transitions, i.e., transitions that may not be prevented from firing by a control
agent. We will explore a class of specification, called mutual exclusion constraints, that
have also been considered in [Krogh 91]. Our aim is that of efficiently deriving a Petri net
structure for a supervisor for this class of problems.

1.4 Organization of the Thesis

This chapter has introduced the topic of the thesis and stated the objectives of research.

Chapter 2 discusses in depth the literature relevant to the present research.

Chapter 3 introduces the basic notation on Petri nets, formal languages and Supervisory Con-
trol.

Chapter 4 discusses the use of Petri nets in the framework of Supervisory Control. Firstly,
it is shown that the trimming of an unbounded Petri net is not always possible; this leads to the
definition of a class of Petri net languages, that may be generated by nonblocking generators.
Secondly, necessary and sufficient conditions for the existence of a Petri net supervisor under
the hypothesis that the system'’s behavior and the legal behavior are both Petri net languages are
derived. Finally, by means of an example, it is shown that Petri net languages are not closed under
the supremal controllable sublanguage operator.

Chapter 5 shows how Petri nets may be used to design a supervisor. The design requires two
steps. In the first step, a coarse structure for a supervisor is synthesized by means of concurrent
composition of different modules. In the second step, the structure is refined to avoid reaching
forbidden markings. We show that for conservative Petri nets there exists a standard refinement
procedure that only requires introducing new arcs and possibly duplicating some transitions, i.e.,
no new places are introduced. In both steps, the use of Petri nets allows us to keep the structure of
the model ‘small’.

Chapter 6 discusses how incidence matrix analysis for Petri net models may be used to validate
supervisors. A new class of P/T nets, called Elementary Composed State Machine nets, is defined.
The reachability problem for this class can be solved by incidence matrix analysis. In fact it is
possible to derive a set of linear inequalities that exactly defines the set of reachable markings.
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Thus, important properties of discrete event systems, such as the absence of blocking states or
controllability, may be analyzed by Integer Programming techniques.

Chapter 7 defines a class of specifications, called generalized mutual exclusion constraints, for
discrete event systems modeled using P/T nets. These specifications may be easily enforced on a
net system where all transitions are controllable, by a set of places called monitors. However, when
some of the transitions of the net are uncontrollable this technique is not always applicable. For
some classes of nets, we prove that mutual exclusion constraints may always be enforced by mon-
itors, even in the presence of uncontrollable transitions. For one of these classes, marked graphs
with control safe places, we compare a monitor-based solution of mutual exclusion problems with
several supervisory based solutions.

Chapter 8 concludes the thesis with a discussion of the original contributions and listing pos-
sible further directions of research.

Appendix A reviews some basic concepts of formal languages and Petri net languages.

Appendix B is a short introduction to Supervisory Control and supervisory design techniques.

Appendix C is a glossary of the notation used in the thesis.



Chapter 2

LITERATURE REVIEW

The literature of interest to this research covers different topics. Firstly, we review the work done in
Supervisory Control. This provides the theoretical basis of our research. Secondly, it is interesting
to compare PN with other logical models that have been used in Supervisory Control. Thirdly,
since our approach is based on formal languages, we review the work on Petri net languages.
Finally, we consider the efficient validation of PN models, using techniques based on incidence
matrix analysis, reduction rules, and synthesis operators.

2.1 Supervisory Control Theory

The supervisory theory by Ramadge and Wonham is so far the most comprehensive theory for
the control of discrete event systems. It is based on the concepsupexvisor[Ramadge 83,
Ramadge 87], i.e., an agent that is capable of disabling the controllable transitions of a DES in
response to the traces of events generated. The Supervisory Control Problem (SCP) consists in
designing a supervisor which restricts the traces generated by the system within a legal behavior.
If the legal behavior is @ontrollable languaggWonham 87] a supervisor exists. If the legal
behavior is not controllable, we have to further restrict the system’s behavior tsugitemal
controllable sublanguag®r which a supervisor exists. The authors prove in these seminal papers
that the supremal controllable sublanguage always exists (but may be the empty language), and in
the regular case may be determined with a finite procedure.

In [Lafortune 90a] a new control problem is studied: Bwgpervisory Control Problem with
Blocking(SCPB). Here it is assumed that in some cases the solution to the SCP (supremal control-
lable sublanguage) may be too conservative. A dual concept is defined irfithal controllable
superlanguage— and is used to determine a supervisor that may also permit blocking in order
to achieve a larger behavior. In [Lafortune 90a] Lafortune and Chen introduce two performance
measures (in terms ahtisficingandblocking, and techniques to improve each of these two con-
flicting measures. An extension of this work is [Lafortune 91] whereShpervisory Control
Problem with TolerancéSCPT) is defined. Given a desired and tolerated behavior, the problem
is that of designing a controller such that the controlled system never goes beyond the tolerated
behavior and achieves as much as possible of the desired behavior. Under very general hypotheses
on desired and tolerated behavior, Lafortune and Lin show that a solution to SCPT exists and is
unique, but may be blocking. A non blocking solution exists but is not necessarily unique.

In [Cieslak 91] Cieslaket al,, discuss and solve th8upervisory Control and Observation
Problem(SCOP) and th®ecentralized Supervisory Control Probl§lBSCP). In SCOP the as-
sumption is that a mask is present between the controlled system and supervisor, so that the super-
visor cannot observe all the transitions, or cannot distinguish between some of them. In DSCP it
is assumed that the control action is enforced by local supervisors that control only subsystems. In

11
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[Lin 88, Lin 90] Lin and Wonham discuss the Decentralized SCOP (DSCOP) where both partial
observations and decentralized control are incorporated into the control structure. However, the
only mask operator considered in this paper is the language projection operator.

In [Brave 90] Brave and Heymann defigbilizationas the ability of a discrete event process
to reach a set of target states from an arbitrary initial state and then remain there indefinitely. A
slightly different problem that the authors examine is recovery under control failure. In both cases
they present design algorithms for controllers that improve the stabilization of processes.

In [Ushio 90] Ushio discusses the conditions under whidimige state supervisofFSS) may
be constructed to solve a SCP. From [Ramadge 87] it was known that a FSS exists when both
system’s behavior and specification language are regular. Here the author derives necessary and
sufficient conditions for the general case.

The case of the infinite state supervisor is discussed by Sreenivas and Krogh [Sreenivas 92].
They use Petri nets with inhibitory arcs (PNIA), which are known to have a modeling power
equivalent to Turing machines, to describe infinite state systems. Thus, they prove that a PNIA
supervisor exists if the system’s and specification behaviors are Turing computable languages.
However, important properties, such as determining if the behavior of a PNIA is controllable, are
undecidable.

In [Ramadge 86, Wonham 88b]raodular approach to the design of supervisors is consid-
ered. The specification language is composed of different specifications, each enforced by a single
supervisor. A global control law can be enforced by the conjunction of all the supervisors. Unfor-
tunately in the general case the resulting system may be blocking. When the languages controlled
by each supervisor are non-conflicting, however, the non-blocking condition is assured as well.

In [Ramadge 89b, Tadmor 89, Tsitsiklis 87] different problems of computation and the re-
lated issue of computational complexity are considered. A review of the theory is presented in
[Ramadge 88, Ramadge 89b, Wonham 88a].

2.2 Logical Models for Discrete Event Systems

Numerous approaches to the modeling of discrete event systems have appeared in the literature.

2.2.1 Transition Models

Aveyard [Aveyard 74] presents a Boolean matrix equation model for a class of DES in which
the state change associated with each event occurrence is deterministic, and in which all units or
entities are permanent. The model, one of the first to be presented, permits checking of simple
properties such as whether the system is deterministic and if it will hang or cycle.

Ramadge [Ramadge 89a] introduces Blichi automata in the modeling of DES. The model is
used to extend the concept of controllable language to non-finite strings and to derive conditions
for the existence of a supervisor to implement a prescribed closed-loop behavior. Several inter-
esting control synthesis problems have a computationally tractable solution when Blichi automata
models are used.

2.2.2 Temporal Logic

Hailpern and Owicki [Hailpern 83] usemporal logida formalism introduced by Pnueli [Pnueli 79]
for formalizing the semantics of concurrent programs) to model computer communication proto-
cols. The model is used for the modular verification of safety and liveness for parallel processes.
The temporal logic formalism is applied by Ostroff and Wonham [Ostroff 90b, Ostroff 90a]
to the control of real-time discrete event systems. Temporal logic is a useful tool in the formal-
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ization of the control problem. However the validation of the model is based on theorem proving
techniques and is difficult to perform.

2.2.3 Communicating Processes

Milne and Milner [Milne 79] define concurrent processes by means of a net algebra and define a
minimal set of operations for composing processes. The final result of this research is presented
in [Milner 80], where the Calculus of Communicating Systems (CCS) is introduced. CCS is one
of the standard models for concurrent systems on which recent and on-going research is focused.
In [De Cindio 83] De Cindicet al. compare CCS with Petri nets. They prove that CCS defines a
class of concurrent systems composed of interacting sequential automata. In fact the CCS models
are isomorphic to a subclass of Petri nets, Superposed Automata Nets defined in [De Cindio 82].
Inan and Varaiya [Inan 88] present a class of discrete event models €allestly recur-
sive processewhose formal structure is based on Hoare’s communicating sequential processes
[Hoare 85]. The descriptive power of the model and its use in performance evaluation is also in-
vestigated. The authors prove that their formalism can easily model any Petri net. However the
proof is limited to ordinary Petri nets: when the multiplicity of the arcs is greater than one, the
complexity of the finitely recursive process grows and nondeterminism needs to be introduced.

2.2.4 Controlled Petri Nets

Several authors have used a particular Petri net model, cadletiolled Petri netswithin the
framework of Supervisory Control. Controlled PN have been introduced by Ichikawa and Hi-
raishi [Ichikawa 88a] to study the input-output behavior of discrete event models. This model is
a standard PN with the addition ekternal input placesvhose marking is given by an external
function. It is furthermore assumed that only the marking of a set of so caXetnal output
placesmay be observed. In the paper, Ichikawa and Hiraishi restrict the firing policy on the net to
be decision-fregi.e., all enabled transitions should fire simultaneously. Under these hypotheses
the modeling power of the net is increased by the capability of detecting whether a place is empty;
they can prove that this model is equivalent to Turing machines.

Krogh [Krogh 87] applies controlled PN to Supervisory Control. He assumes that each tran-
sition is associated to at most one external input place and studies how the behavior of the net
can be restricted within a certain behavior by a particular marking function for the external input
places, i.e., a particular control law. This control law is implementing a state feedback rather than
a trace feedback, i.e., it is a function of the actual marking of the system rather than a function of
the string of events generated by the system. The author defines the control law that generates the
supremal controllable sublanguage as tiximally permissible feedbackie also notices that
the maximally permissible feedback may not be unique because of the particular firing policy that
permits the simultaneous firing of enabled transitions.

Ushio and Matsumoto [Ushio 88] derive necessary and sufficient conditions for the uniqueness
of the maximally permissible feedback on controlled PN. In a subsequent paper [Ushio 89], Ushio
also derives necessary and sufficient conditions for the existence of a control law that satisfies a
given specification.

Holloway and Krogh [Holloway 90, Krogh 91] show that, for restricted classes of nets and
restricted specifications, the control problem may be solved with great computational efficiency
by analysis of the net structure. The class of controlled Petri nets considered is cyclic marked
graphs and the admissible specifications consist of forbidden markings that simultaneously assign
tokens to one or more set of places. Although these restrictions are certainly heavy, the authors
show an interesting manufacturing example that requires the coordination of automated guidance
vehicles. Liveness properties under control are discussed in [Holloway 92a].
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The main characteristic of the controlled PN approach to supervisory control is the fact that
no transition structure for a controller is given. The control law is a function of the actual marking
of the net, but need to be computed at each step, whereas if a transition structure is given for a
supervisor, a closed-loop model can be constructed and analyzed to ensure that it has the desired
properties.

2.3 Petri Net Languages

Baker [Baker 72] is one of the first to introduce the basic idea of associating a language with a Petri
net and using this language to describe the behavior of the net. In his Master’s thesis [Baker 73],
Petri nets are considered in the context of formal language theory, and their prefix language is
studied.

In Hack [Hack 75a, Hack 75b], two basic language classes are distinguished: the prefix lan-
guage and the marked language. Different languages which result from different types of transition
labeling are also considered. For each of these classes, simple closure properties, characterizations
and decidability problems (e.g., for membership, emptiness, and finiteness) are obtained.

A survey and tutorial on Petri net languages is presented in [Peterson 81] Chapter 6. Here
the definition and classification of these languages is given; the closure properties of Petri net
languages under several form of compaosition (union, intersection, concatenation, concurrency,
and substitution) and under some operations (reversal, complement, and indefinite concatenation)
are examined; the relationship between Petri net languages and other classes of formal languages
are investigated.

Another comprehensive tutorial on Petri net languages is a paper by Jantzen [Jantzen 87].
Closure properties and relationship among the different classes of Petri net languages are reported
with additional results, not presented by Peterson.

Parigot and Peltz [Parigot 86] have characterized PN languages in terms of logical formalism.
The language power of Petri nets is shown to be greater than that of finite automata as a result
of the additional ability of Petri nets to test if a string of parentheses is well formed. The logical
formalism may be used to prove that a given language is a Petri net language and to construct a
Petri net having a givefinite behavior. Peltz [Peltz 86] has also extended the study tmfhnite
sequentiabehavior of Petri nets.

2.4 Incidence Matrix Analysis of Petri Nets

Incidence matrix and related analysis techniques are used by several authors to validate properties
of P/T nets.

Colom [Colom 89] develops a methodology for the verification of assertions on P/T nets in
terms of markings and firing count vectors. This approach is extremely general, i.e., can be applied
to any P/T net but, unfortunately, can only guarantee necessary or sufficient conditions. There
exists assertions, such as determining if a marking is a home state, for which neither a necessary
nor a sufficient condition can be given. Within this framework, Silva and Colom [Silva 89a] give
algorithms to efficiently compute the structural synchronic invariants of P/T nets.

Berthomieu [Berthomieu 87] uses the set of linear equations given by the P-semiflows to rep-
resent the space of reachable markings. In this case, only properties that depend on the markings
can be proved. However, the author also shows that it is possible to prove some properties that
depend on the firing count vector by adding to the net new places whose marking indicates the
number of times a given transition has fired.

Johnen [Johnen 87] uses an hybrid approach, based partly on incidence matrix analysis and
partly on the analysis of the state space, to verify that a given marking is a home state.
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Ichikawa and Hiraishi study under which conditions a firing count vegtsatisfying the state
equation of a Petri net, yields a firing sequence. In [Ichikawa 88b], as reported in [Murata 89], they
prove that in acyclic netg; always yields a firing sequence. In [Ichikawa 88a, Murata 89] other
classes of nets, such as trap-circuit nets, trap-containing-circuit nets, etc., are considered. For these
classes, there exist necessary and sufficient conditions, based on the analysis of the firing subnet,
to determine if5 gives a firing sequence. Murata also discusses reachability in marked graphs in
[Murata 77].

Avrunin et al. [Avrunin 91] use a formalism similar to Petri net incidence matrix analysis for
verifying properties of concurrent systems described as finite state automata.

2.5 Synthesis and Reduction of Petri Nets Models

In thesynthesi®f Petri net models there are two main approacbettom-upandtop-down Fol-

lowing the first approach a complete net is constructed combining subnets under given operators;
in the second approach, transition and places in a net can be replaced by a more detailed subnet.
In both cases the synthesis rules are such as to preserve some properties of the original modules.

A complementary approach is that of definimgluction ruleshat preserve the properties of
interest, while simplifying the structure of the net to make analysis easier.

Berthelot [Berthelot 86, Berthelot 87] has presented several reduction rules. In [Berthelot 86]
he also discusses the composition of nets by common transitions as a complementary technique to
the reduction methods. The classes of reduction rules inchldee transformationghat reduce
the net structure by eliminating redundant places but do not modify the state $yzasition
transformationswhich by fusing transitions reduce both structure and state space of the net. The
properties preserved by these transformations are: covering with P-semiflows (i.e., conservative-
ness), proper termination, home states and liveness. The author also proves that there are classes
of nets to which these transformations can be repeatedly applied to reduce the net to a single tran-
sition. Two such classes are: live and bounded marked graphs (a structural class); live, bounded,
and persistent nets (a behavioral class).

Best and Fernandez [Best 86] define the notioS-ofet a net in which each transition has at
most one input place and one output place. xdecompositiois a partition of a net into S-net
components.

Hack [Hack 72, Hack 74] studies the composition of state machines, defisitageamachine
decomposable neis a net constructed by composition of strongly connected state machines along
common transitions.

The class of nets obtained by composition of state machine modules is rg&upedposed
Automata Netdy De Cindio,et al. [De Cindio 82].

Narahari and Viswanadham [Narahari 85] definaion operator for pure Petri nets, i.e., PN
with no selflooping transitions. Two theorems are presented, stating that the P-semiflows and/or
the T-semiflows of the union of two Petri nets can be immediately expressed — in specific cases
— in terms of the invariants of the two subnets. The invariants are used to analyze important
gualitative aspects of the system such as absence/existence of deadlocks. Finally, the authors
illustrate how this technique may be applied to the modeling of flexible manufacturing systems.

Beck and Krogh [Krogh 86] present a methodology for constructing a class of P/T nets for
modeling discrete processes. The synthesis of Petri nets is realized by joining subnets along
commonsimple elementary pathsThis composition maintains the propertiessaffenessand
livenessthe P-semiflows of the resulting net can also be easily found in term of the P-semiflows

1This operator is different from the union operator as defined in [Peterson 81], which given two Petri nets generating,
respectively, languagds, and L, constructs a Petri net generating the language L, U Lo.
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of the subnets. The authors introduce a modified Petri net model [Beck 86] more suitable for the
modeling of manufacturing systems by means of the synthesis approach they propose.

Datta and Gosh [Datta 84, Datta 86] present a technique for the modular synthesis of PN. The
nets being considered amgular netsi.e., nets where forks and joins are symmetrical, and where
the subnets between a fork and a join are marked graphs. The modules are connected through a
set of input/output places, that act as mailboxes. Finally, it is possible to give rules to connect the
modules in a way that preserves liveness and boundedness.

Zhou [Zhou 90] has studied a formal methodology for the synthesis of Petri nets in manu-
facturing. The approach followed is callbgbrid, in the sense that it is partially top-down and
partially bottom-up. The author has also discussed how liveness properties for systems with shared
resources depend on the value of the initial marking of the net.

Koh [Koh 92] has studied the compositions of live and bounded circuits along paths. The
composition allows the fusion of overlapping paths, and has been extended to colored Petri nets.
The author has studied under which conditions the composed system is live and bounded.
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BASIC NOTATION

3.1 Petri Nets

3.1.1 Place/Transition Nets
A Place/Transition ne(P/T net) is a structur&/ = (P, T, Pre, Post) where:

P is a set ofplacesrepresented by circlef?| = m;

T is a set oftransitionsrepresented by bar)| = n;

Pre: P xT — IN is thepre-incidence functiothat specifies the arcs directed from places
to transitions;

e Post : P x T — IN is thepost-incidence functiothat specifies the arcs directed from
transitions to places.

HereN = {0,1,2,...}. ltisassumed thaP NT = PandP U T # 0.
A net ispureif it has no selfloops, i.e., ifPre(p,t) = 0V Post(p,t) = 0] for every placep
and for every transition. If a net is pure the incidence functions can be represented by a single
matrix, theincidence matriof the net, defined aS'(p,t) = Post(p,t) — Pre(p,t).
Thepresetandpostsedf a transitiont are respectively

*t ={p € P | Pre(p,t) > 0},

t* = {p € P | Post(p,t) > 0}.
Thepresetandpostsebf a placep are respectively

*p={t €T | Post(p,t) >0},

p* ={t €T | Pre(p,t) > 0}.
A trapis a set of place§ C P such that
UrcU-r
peT peT

A trap isminimalif it is not the superset of another trap. A trapbiasicif it is not the union of
other traps.
A siphonis a set of place§ C P such that

UwclUr

peES peES

17
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A P-semiflow(or nonnegative P-invariaitis a vectorY : P — IN, such thaty’ > ( and
YT .C =0. Thesupportof Y isQy = {p € P | Y(p) > 0}.

Thereversalof N = (P, T, Pre, Post) is the netN® = (P, T, Post, Pre), i.e., a new net
where the direction of all arcs d@¥ is reversed.

A state machinés a P/T net such that each transition has exactly one input arc and one output
arc. Amarked graphis a P/T net such that each place has exactly one input arc and one output
arc.

A PIT net isconnectedf in the underlying graphthere exists a path (not necessarily directed)
from any vertex to all otherstrongly connected there exists a directed path from any vertex to
all others;acyclicif no directed path forms a cycle.

3.1.2 Marked Nets

A markingis a vectorM : P — IN that assigns to each place of a P/T net a hon-negative integer
number of tokens, represented by black daté(p) denotes the number of tokens assigned by
marking M to placep. The set of all markings defined on a @ét= (P, T, Pre, Post) is IN!.

A net systenor marked net NV, M) is a netV with an initial markingM.

A transitiont € T is enabledat a markingM if M > Pre(-,t). If t is enabled af\/, thent
may fire yielding a new marking/’ with M’ = M + C(-,t). We will write A [t) M’ to denote
thatt may fire atM yielding M’.

A firing sequencdrom M is a (possibly empty) sequence of transitiens= ¢; ...t such
that My [t1) My [ta) Ma--- [tr) M. We will also write M, [o) M, to denote that we may fire
o at My yielding M.

A marking M is reachablen (N, M) if there exists a firing sequeneesuch that\/, [o) M.

Given a marked netV, M), the set of firing sequences (also calladguageof the net) is
denotedL (N, Mj) and the set of reachable markings (also catkathability setof the net) is
denotedR(N, My).

Let markingM be reachable from markingjfy by firing a sequence of transitioms Then
the following state equations satisfied:M = My + C - &, whered : T — IN is a vector of
non-negative integers, called tfigng count vector &(¢) represents the number of times tran-
sition ¢t appears iro. The set of markings\/ such that there exists a vectérsatisfying the
previous state equation is called thetentially reachable sednd is denoted®R(N, M;). Note
thatPR(N, M()) 0 R(N, MQ)

Thefiring subnetgiven by a firing count vecta¥ consists of all the transitionss &(t) > 0,
and of their input and output places.

Let B be a basis of P-semiflows of the n€t A markingM € PR(N, M) satisfies the fol-
lowing system of equation®3”- M = BT M,. The set of markings satisfying the previous system
of equations is denoteB R” (N, M) [Colom 89]. Note thatP RP (N, My) 2 PR(N, My).

A marked net N, M) is:

e Bounded if there exists a nonnegative integesuch thatV/ (p) < k for every placep and
for every markingl/ € R(N, My);

e Safe(or 1-boundedl, if M (p) < 1 for every place and for every markind/ € R(N, My);

e Conservativeif there exists a vector of positive integérssuch thatv” - M = YT . M,
for every markingl! € R(N, My);

e Live, if from every markingM € R(N, M,) there exists a firing sequence containing all
transitions;

The graph underlying a Petri net has as vertices places and transitions, and as directed edges the arcs specified by
Pre andPost.
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e Reversible if the initial marking M, is reachable from every reachable markihg <
R(Na MO)

A placep of a marked netN, M) is implicit [Silva 85] if L(N, M) = L(N’, M{)), where
(N', M{)) is the marked net obtained frofV, M) by removing place and all its input/output
arcs. A placep of a net\N is structurally implicitif there exists an initial marking/y such thap
is implicit in (N, My).

3.2 Formal Languages

Let X be an alphabet, i.e., a set of symbols. A languageery. is a set of strings composed with
symbols inX, i.e.,L C ¥*.

LetX,,...,X, be alphabetsand &t = >; U...UX,. Given a stringv € X*, theprojection
(or restriction) of w on X; is the stringw 71; obtained fromw by deleting all the symbols not
belonging toX;. Formally the projection operator is a mapping fraérhto 7.

LetX,,..., X, be alphabets; let4, ..., L, be languages defined on them;Jet= 3, U. ..U
¥,. Theconcurrent compositiofor synchronizatiopof Ly, ..., L,, denotedl. = Ly || ... || Ly,
is the language ovex defined as

L={weX¥X|wli=w; € L, i=1,...,n}.

As a particular case, when the alphab®ets. .., ¥, are disjoint, i.e.X; N X; =0 (i # j), L
is called ashuffle languagend is denoted by, = L || ... ||¢ Ln.
Let L be a language oR, and let, be a disjoint alphabet. Treelfloopof L with respect to
Y. is the language
L'=L|4%k.

Let>q,...,X, be alphabets; let, ..., L, be languages defined on them;Jet= X1 N...N
Yn. Theintersectionof L4, ..., L,, denotedl = L, N...N L,, is the language over defined
as

L={weX¥X|wel, i=1,...,n}.

3.3 Petri Net Languages

This section presents the notation used for Petri net languages. A more detailed review of Petri net
languages is presented in Appendix A.

We will represent a discrete event system (DES) iazbaled Petri ne{or Petri net generator
[Jantzen 87, Peterson 81], i.e., as a 4-tuple- (N, ¢, My, F') where

e N = (P, T, Pre, Post) is a Petri net structure;

e (: T — X is alabeling function that assigns to each transition a label from the alphabet of
eventsy and will be extended to a mappifl§ — X* as shown in Appendix A.1;

My is an initial marking;

F is afinite set of final markings.

The two languages associated with are thelL-language(also calledmarked behavioin
the context of Supervisory Control) and tRdanguage(also calledclosed behavigrdefined as
follows [Peterson 81].
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Given a DESG = (N, ¢, My, F'), theL-type languagef G is
L(G)={l(o)eX* |ceT" Mylo) M € F},
and theP-type languagef G is
LG)={lc) eX* |oc €T*,AM" > My [0) M'}.

Note that in this definition of labeled net we are assumingthga A-free labeling function,
according to the terminology of [Peterson 81], i.e., no transition is labeled with the empty’string
and two (or more) transitions may have the same label. The classes of L-type and P-type languages
generated by labeled nets is denotedndP respectively.

A deterministicPN generator [Jantzen 87] is such that the string of events generated from
the initial marking uniquely determines the sequence of transitions fired. Formally, &DES
(N, ¢, My, F) is deterministic ifve, ¢’ € T, witht # ¢ andVM € R(N,M,), M [t) A
M [ty = £(t) # £(t'). We will always assume that the generators considered here are determin-
istic. The classes of L-type and P-type PN languages generated by deterministic PN generators are
denoted, respectively,; andP,. Note thatP; C P andL,; C L (strict inclusion) [Jantzen 87].

3.4 Supervisory Control

This section presents the language notation used for Supervisory Control. A more detailed review
of Supervisory Control is presented in Appendix B.

Let L be a language on alphab®t Its prefix closurds the set of all prefixes of strings i
L={oceX*|3re€¥* 207 € L}. Alanguagel is said to beclosedif L = L.

Two languages.; and L, are said to b@on-conflictingWonham 88b]ifL; N Ly = LN Lo.

In the following, letG = (N, ¢, My, F') be a DES with alphabet of everits

G is nonblockingif any string that belongs to its closed behavior may be completed to a
string that belongs to the marked behavior. A deterministic DES is non-blocking if and only if
L(G) = L(G).

Alanguagek C X*is said to be.,,(G)-closedif KNL,,(G) = KNL,,(G). Inthe case that
K C L,,(G), this definition is reduced to the usual definition/of (G)-closed:K = KNL,,(G)
[Ramadge 89b].

The alphabet of evenfs is partitioned into two disjoint subsetg:,, the set ofcontrollable
events and X, the set ofuncontrollable eventsThe controllable events may be disabled by a
controlling agent in order to restrict the behavior of the system within a legal behavior, while
uncontrollable events may never be disabled.

A languageK C X* is said to becontrollablewith respect tol.(G) if KX, N L(G) € K
[Ramadge 87]. The set of all languages controllableM&) is denoted’(G).

If a languagel. C ¥* is not controllable with respect tb(G) we may compute itsupremal
controllable sublanguag®Vonham 87] defined adi! = sup{K C L | K € C(G)}.




Chapter 4

ON THE EXISTENCE OF PETRI NET
SUPERVISORS

4.1 Introduction

This chapter discusses some theoretical issues related to the use of Petri nets in Supervisory Con-
trol Theory. We are interested in obtaining necessary and sufficient conditions for the existence of
a Petri net supervisor under the hypothesis that the system’s behavior and the legal behavior are
both Petri net languages.

In the case of systems and specifications modeled by finite state machines (i.e., by generators
of regular languages), Ramadge and Wonham [Wonham 87] have proved that the supervisor may
also be modeled as a finite state machine. The PN models generally considered in Supervisory
Control are conservative PN, a subclass of P/T nets whose set of reachable markings is finite. Thus
the class of languages generated by these models is equivalent to the class of regular languages,
and all the results for regular languages may apply to them as well.

Here we discuss the use of more general models with a possibly infinite set of reachable
markings. We consider three problems [Giua 92c].

e The first problem regards the trimming of a blocking system, i.e., the modification of its
structure in order that no blocking state may be reached while preserving its marked behav-
ior. We prove that the trimming of a PN is not always possible and we define a new class of
PN languages that may be generated by nonblocking generators.

e The second problem regards the existence of a PN supervisor, i.e., a supervisor whose con-
trol action is implicit in its net structure. The advantage of such a supervisor, as opposed to a
supervisor given as a feedback function, is that a closed loop model of the controlled system
may be constructed and analyzed using the same PN analysis techniques that are used to
analyze the system. By suitable modification of the results given by Ramadge and Wonham
[Ramadge 87, Ramadge 89b] we are able to derive necessary and sufficient conditions for
the existence of supervisors as net systems.

e The final problem regards the closure of PN languages under extraction of the supremal
controllable sublanguage. In this case, by means of an example, we show that PN languages
are not closed under this operator.

4.2 Petri Nets and Blocking

A first issue when using Petri nets as discrete events models for supervisory control regards the
trimming of blocking net systems. The problem is the following: given a PN geneGatwith

21
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Figure 4.1:

Figure 4.2: Trimmed system in Example 4.1.

marked behavioL,,(G) and closed behavidt(G) D L,,(G) we want to modify the structure
of the net so that no blocking markings may be reached, i.e., sd.f@at = L,,(G).

On a simple model such as a state machine this may be done, trivially, by removing all states
that are reachable but not coreachable (i.e., no final state may be reached from them) and all their
input and output transitions.

On Petri net models the trimming may be more complex. In Chapter 5 is discussed the case of
conservative nets. If the Petri net is conservative the trimming may be done without major changes
of the net structure, in the sense that we have to add new arcs and possibly duplicate transitions
without introducing new places.

As the following example shows, unbounded Petri net models may require more extensive
changes of the net structure.

Example 4.1. Let G be the PN generator in Figure 4.1, witlly, = (100)” and set of final
markingsF = {(001)”}. The behaviors of this system atg;,(G) = {a™cb" | m = rn,n > 0}

and L(G) = {a™cb™ | m > rn,n > 0}. The system is clearly blocking, since the string
w = a"Tle € L(G), for example, cannot be completed to a strind.ip(G) (assuming- > 1).

To avoid reaching a blocking state we require thattontain a multiple ofr tokens when the
transition labeled is allowed to fire. A possible solution is shown in Figure 4.2, where we have
introducedr — 1 new places and new transitions labeted

There are some cases, furthermore, in which the trimming of a net system is not possible. The
reason for this is given by the following theorem.

Theorem 4.1. There exist L-type Petri net languages whose prefix closure is not a P-type Petri net
language, i.e.JL € L> L ¢ P.

The proof of this theorem will be given by means of the next example and the following
proposition.



CHAPTER 4. ON THE EXISTENCE OF PETRI NET SUPERVISORS 23

Figure 4.3: Blocking syster@ in Example 4.2.

Example 4.2. Let G be the PN generator in Figure 4.3.(a), with)y = (1000)” and set of final
markingsF = {(0001)7}. The behaviors of this system aré;,(G) = {a™ba™b | m > 0}

and L(G) = {a™ba™b | m > n > 0}. From the reachability tree of the system, shown in
Figure 4.3.(b), it is clear that the system is blocking. To avoid reaching a blocking state we require
that p, be empty before firing the transition inputting intg. However, since, is unbounded

this may not be done with a simple P/T structure. It is possible to introduce an inhibitor arc from
po to the transition inputting intp4. Inhibitor arcs increase the modeling power, and the analysis
complexity, of Petri nets to that of a Turing machine, thus we cannot properly consider these
models as P/T nets. Petri nets with inhibitory arcs have been studied in the context of Supervisory
Control by Sreenivas and Krogh [Sreenivas 92].

We may formally prove that the prefix closure of the marked language of the systdis-
cussed in Example 4.2 is not a P-type Petri net language. The proof is based on the pumping
lemma for P-type PN languages, given in [Jantzen 87].

Lemma 4.1 (Pumping lemma).Let . € P. Then there exist numbeks! such that any string
w € L, with| w |> k, has a decomposition = zyz with1 <| y |< [ such thatry’z € L, Vi > 1.

Proposition 4.1. L = {a™ba™b | m > 0} is not a P-type Petri net language.
Proof. Givenk and! according to the pumping lemma, let= a*ba*b. Consider a partition
w = zyz, With 1 <| y |< . Clearlyb ¢ y, since in this casey’z ¢ L for i # 1. However
i — g P L9pak — i — gkpam 4P 4 _
if w= a" ada” a%ha"b, (n+p+q=Ek),orifw = a"ba" o’ a%b, (n+p+q = k), then
T Y z T Yy z

xy'z ¢ L fori # 1. HenceL is not a P-type Petri net language. o

We conclude this section with the definition of a new class of L-type Petri net languages whose
prefix closure can be generated by a deterministic nonblocking Petri net generator. This class will
play an important role in characterizing the existence of Petri net supervisors, as we will discuss
in the next section.

Definition 4.1. A languagel € £ (not necessarily deterministic) is said to deterministic P-
closed(DP-closed for short) if and only if its prefix closure is a deterministic P-type Petri net
language, i.e.L € P,. The class of DP-closed Petri net languages is dengtgg.
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As a side note, we point out that the cladsp that we have defined does not coincide with
any of the classes of PN languages generally considered in the literature [Jantzen 87]. The proof
follows from the fact thal , p is not closed under intersection, as we show in Example 4.5, while
all previously defined classes of PN languages are closed under intersection.

4.3 Supervisor

A supervisor[Ramadge 87] is an agent that disables the controllable transitions of a system in
order to restrict its behavior within a legal behavior. Here we recall the fundamental definitions,
pointing to Appendix B.2 for a more detailed discussion.

Let us define @ontrol inputas a subsej C ¥ satisfying®,, C v (i.e., all the uncontrollable
events are present in the control input)a € ~, the event: is enabled byy (permitted to occur),
otherwiseq is disabled byy (prohibited from occurring); the uncontrollable events are always
enabled. Lel" C 2% denote the set of all the possible control inputs. Formally, a supervisor is
amapf : L(G) — T specifying, for each possible string of evenisc L(G) generated by
the systents, the control inputy = f(w) to be applied at that point. It is often the case that a
supervisor is given as another discrete event sy&dhat runs in parallel withG. The control
input at a given moment is represented by the events that are enaldethirs the functiory is
implicit in the structure oSf.

The objective is to design a supervisor that selects control inputs in such a way that the con-
trolled system'’s behavior is restricted within a legal specification language. We consider the case
in which both the systertx and the supervisd® are given as discrete event systems. The closed
loop system under control is denot8dG. Its closed behavior i&(S/G) = L(S) N L(G) and
its controlled behavior i€,,(S/G) = L(S/G) N L,,(G) = L(S) N L,,,(G). Note that we are
assuming that the supervisor does not mark strings, i.e., the marked strings of the system under
control are all and only the marked strings of the uncontrolled system that survive under control.

The following two theorems, also reported in Appendix B.3, are due to Ramadge and Wonham
[Ramadge 87, Ramadge 89b] and give necessary and sufficient conditions for the existence of a
supervisor.

Theorem 4.2 ([Ramadge 87], P. 5.1)For nonemptyl. C L(G) there exists a supervis& such
that L(S/G) = L if and only if L is prefix closed and controllable.

Theorem 4.3 ([Ramadge 87], T. 6.1)For nonemptyL. C L,,(G) there exists a nonblocking
supervisorS such thatl,,,(S/G) = L ifand only if L is L,,,(G)-closed and controllable.

If the system and the supervisor are Petri net generators, it is possible to construct a PN model
of the closed loop system under cont®IG using the net counterpart of the intersection oper-
ator on languages [Peterson 81].Sland G are deterministic generators (as we always assume)
S/G is deterministic as well. Note also that while the closed behavi® /& is L(S/G), the
marked behavior o8 /G is not defined since the controlled behavigr (S/G) is not necessarily
a deterministic L-type PN language.

4.4 Existence of Petri Net Supervisors

In this section, we present some theorems which give necessary and sufficient conditions for the
existence of PN supervisors. In fact, although Theorem 4.2 and Theorem 4.3 specify under which
conditions there exist supervisors for a given control problem, it may well be the case that these
supervisors cannot be represented as Petri net generators, even if the system’s behavior and the
legal behavior are Petri net languages.
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Figure 4.4: Systent in Example 4.3 and Example 4.5.

The first two theorems regard the case in which we want to restrict the closed behadior of
within the limits of a legal behaviok.

Theorem 4.4. Let G be a nonblocking PN and ldt C L(G) be a nonempty language. There
exists a PN supervisd such thatL.(S/G) = L if and only if L is a controllable deterministic
P-type PN language, i.e[; € P;NC(QG).

Proof. (If) Since L € P, then there exists a PN genera®r L(S) = L. S is the desired
supervisor. In fact, sincé € C(G) thenS, running in parallel withG, will never block an
uncontrollable transition o&& andL(S/G) = L(S) N L(G) = L. (Only if) SinceL(S/G) = L
thenL is a P-type language for the PN representing the closed loop systemarf);. Also L is
controllable according to Theorem 4.2. o

It may be interesting to consider the case in which the legal behavsnot a subset of (G).
In this case we are interested in restricting the system’s behavionto(G ), and we simply need
to check whethell N L(G) satisfies the conditions of the previous theorem. It may well be the
casethal ¢ P, NC(G) butLNL(G) € P;NC(G), i.e., a PN supervisor for this problem may
exist even ifL is not a PN language or ff is not closed and controllable. However[ife P; we
have the following theorem.

Theorem 4.5. Let G be a nonblocking PN and lgt C ¥*, with L(G) N L # (), and L € P,.
There exists a PN supervisBrsuch thatL(S/G) = L N L(G) ifand only if L € C(G).

Proof. (If) The setsP; andC(G) are closed under intersection, as proved, respectively, in
[Jantzen 87, Ramadge 87]. Hente) L(G) € P, N C(G) and by Theorem 4.4 there exists a PN
supervisolS 5 L(S/G) = LNL(G). (Only if) SinceL(S/G) = LNL(G) thenLNL(G) € Pg.
Also LN L(G) is controllable by Theorem 4.2,i.e[, N L(G)],NL(G) C LN L(G) C L =
[LNL(G)]Z,NL(G) C L (since languages iR, are prefix closedy= LY, NL(G) C L, =
LY, N L(G) C L (sinceL € Py), henceL € C(G). 3

Let us consider now the case in which we want to restrict the marked behavi®@mathin
the limits of a legal behaviok. In this case, unfortunately, the necessary requirementd.tbat
controllable and.,,,(G)—closed (by Theorem 4.3) are not sufficient to insure the existence of a
nonblocking PN supervisor evenliif € £;. The following example discusses this case.

Example 4.3. Let G be the PN generator in Figure 4.4, with, = 0, My = (100)7, and set

of final markingsF = {(001)7'}. The marked behavior of this system i;,(G) = {a*ba*b}.
Assume now that we want to restrict the marked behavi@k b L = {a™ba™b | m > 0} thatis
clearly controllable and.,,,(G)—closed. However, sincé ¢ Lpp (Proposition 4.1) there exists
no PN whose P-type languagelis L is the L-type language of the systdmin Figure 4.3.(a)
with set of final markingF" = {(0001)}, that however does not qualify as a supervisor for this
problem, since.,,(E/G) = L(E)N L,,(G) D L.
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The example shows the need to introduce the further requirement that the legal béhaeior
DP-closed for insuring the existence of a PN supervisor.

captionSystent in Example 5.2.

Theorem 4.6. Let G be a nonblocking PN and Idt C L,,,(G) be a nonempty language. There
exists a nonblocking PN supervis8rsuch thatZ,,(S/G) = Lifand only if L € Lpp N C(G)
andLis L,,(G)—closed.

Proof. (If) Since L € Lpp then there exists a PN > L(S) = L C L(G). S is the desired
supervisor. In fact: sincé € C(G), then clearlyL € C(G); sinceL is L,,(G)—closed, then
Ln(S/G) = L(S)N Ly(G) = LN L, (G) = L; S is nonblocking, sincd.(S/G) = L(S) N
L(G) = LNL(G) = L = L(S/G). (Only if) SinceS is a nonblocking supervisor, thein €
C(G)andL is L,,(G)—closed, by Theorem 4.3. We need to prove that L,,(S/G) = L(S)N
L,,(G) € Lpp. First note thatL(S) € P4, henceL(S) € £L > P D P, [Jantzen 87]. (Note
that L(S) although a deterministic P-type language may be a nondeterministic L-type language.)
Since£ is closed under intersection [Jantzen 87], tier £. Also L = L(S/G) by the non
blocking hypothesis, hence € P, (since it is the deterministic P-type language of closed loop
PN generator). It follows thal € Lpp. o

Theorem 4.6 does not requifeto be deterministic. In fact we want to restrict the marked
behavior of G to L by means of anon markingdeterministic supervisor, that effectively solely
constrains the closed behavior@f Hence it is sufficient thal be a deterministic P-type language
in order to construct a deterministic supervisor. The following example will clarify this point.

Example 4.4. Let G be the PN generator in Figure 4.5, wih, = {b}, My = (10)7, and set

of final markingsF = {(01)7}. The marked behavior of this system i&;,(G) = {a*ba*}.
Assume now that we want to restrict the marked behavid&dd L = {a™ba™ | m > n > 0}.

L is an L-type PN language and it can be proved that it is not deterministic, i.e., it cannot be
accepted by a deterministic generator with a finite set of final statéfoweverl € Lpp, since

L is the deterministic P-type language of the markedSiet Figure 4.6. Sincd. is controllable
andL,,(G)—closed.S is a proper supervisor and is such thigt(S/G) = L.

We would like to extend Theorem 4.6 to the case in which the legal behavnot a subset
of L,,(G). Unfortunately in this case the hypotheses of Theorem 4.6 are not sufficient to insure
the existence of a PN supervisor. In fact, it may be possible that, althougB pp, LNL,,(G) &
Lpp.

Proposition 4.2. The class of DP-closed PN languagés p is not closed under intersection.
The proof of the proposition follows from the following example.

Example 4.5. Let G be the PN generator in Figure 44, = (100)7, and set of final markings
F = {(001)"}. The marked behavior of this systemIs;,(G) = {a*ba*b} € Lpp. Consider the
languagel = {a™b(bc)*(a(bec)*)™b | m > 0}. ClearlyL € Lpp since itis the marked behavior
of the nonblocking generatdt in Figure 4.7, with the set of final markings = {(0001)7}.
UnfortunatelyL N L,,,(G) = {a™ba™b | m > 0} & Lpp, as we have shown in Proposition 4.1.
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Figure 4.5: Supervisds in Example 5.2.

Figure 4.6: Generatdt in Example 4.5 and Example 4.6.
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The problem in the previous example is tihaand L, (G) areconflicting i.e., LN L,,,(G) D
LN L,(G). Hence, whileL N L,,(G) € P, (sincePy is closed under intersection) it may be
the case that. N L,,,(G) ¢ Py. If however the two languages anet conflicting we have that
LN Ly,(G)=LNLy(G) € Py.

Theorem 4.7. Let G be a nonblocking PN and lgt C ¥*, with L,,,(G) N L # (). There exists
a nonblocking PN supervis@® such thatZ,,,(S/G) = LN L,,(G) if L € Lpp NC(G), Lis
L,,(G)—closed,L and L,,,(G) are not conflicting.

Proof. The classC and the se€(G) are closed under intersection [Jantzen 87, Ramadge 87].
Also, by the non-conflicting hypothesig,N L,,(G) € P,. HenceL N L, (G) € Lpp NC(G).
Finally sinceL is alsoL,,(G)—closed we can writeL N L,,(G) N L,,,(G) = LN L,,(G) N
Ln(G)=LNLy(G)=LNLy(G),i.e.,LNLy,(G)is L, (G)—closed. By Theorem 4.6 there
exists a nonblocking supervisdrs L,,(S/G) = L N Ly, (G). o

The last theorem gives a sufficient, but not necessary, condition for the existence of a PN
supervisor. In fact whilelL € C(G) = LN L,,(G) € C(G) andL is L,,(G)—closed—
LN L,(G)is L, (G)—closed, the converse is not true. A necessary and sufficient condition for
the existence of a PN supervisor in the case the legal behavwsonot a subset of.,,,(G) may be
given, as a trivial corollary of Theorem 4.6, requiring tilat L,,,(G) € Lpp N C(G) and that
LN L,(G)beL,,(G)—closed.

4.5 Petri Net Languages and Supremal Controllable Sublanguage

Our final result regards the closure of PN languages undesujmemal controllable sublanguage
operator! [Wonham 87]. This result has been known, at least partially, by the control community
but has never been published before to the best of our knowledge.

Proposition 4.3. The classe®,; and £pp of PN languages are not closed under theperator.
The proof of this proposition will be given by means of the following example.

Example 4.6. Let G be the PN generator in Figure 4.8, with, = {a}, My = (1000)”, and

set of final markingg” = {(0001)7}. Consider now the generat#ir in Figure 4.7 with the set

of final markingsF = {(0001)”}. The two language%(E) € P; andL,,(E) € Lpp are

not controllable. To show this we have drawn, in Figure 4.9, the reachability tree of the two
systems; sinc® refinesG, we have represented the arcs that belong to the reachability tree of
both marked nets with continuous lines, while the arcs that only belong to the reachability tree of
G have been represented by dotted liné$E) and L,,,(E) are not controllable because of the
presence of the dotted arcs associated to the uncontrollable tramsitfave apply the' operator,

we obtain the two supremal controllable sublanguadd®)’ = {a™ba™(bc)*b | m > 0} and

L, (E)T = {a™ba™(bc)*b | m > 0}, that are the closed and marked behavior of the generator in
Figure 4.10.L(E)" ¢ P,, as can be proved using the pumping lemma in the same way we have
done in Proposition 4.1 (the string= a*ba*b may be used to prove that no pumping is possible).
Ln(E)!' ¢ Lpp, sincelL,,(E)T = L(E)! ¢ P,.

4.6 Conclusions

The results of this chapter show that although unbounded PN do not have all desirable properties
from the point of view of supervisory control, there are cases in which PN supervisors may be
constructed.
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Figure 4.7: Generatdi in Example 4.6.

Figure 4.8: Reachability tree €& andE in Example 4.6.

Figure 4.9: Generator df(E)" andL,,(E)" in Example 4.6.
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The main difficulties when using Petri nets as discrete event models for supervisory control
stems out from the fact that not all L-type PN languages are DP-closed and from the fact that the
classLpp of DP-closed languages is not closed under intersection. Another undesirable property
is given by the fact that the classBg and £ pp are not closed under tHeoperator.

In the remaining part of the thesis we will consider simpler Petri net models, whose reachabil-
ity set is finite.



Chapter 5

SUPERVISORY DESIGN USING
PETRINETS

5.1 Introduction

In this chapter we discuss how Petri net models may be used to design supervisors within the
framework of Supervisory Control. The purpose is that of applying a model that has a great
representational power in the theoretical approach of Ramadge and Wonham. The discussion is
focused at the model level: we discuss the supervisory design algorithm and its counterpart on the
structure of a Petri net [DiCesare 91, Giua 91]. The design requires two steps. In the first step, a
coarse structure for a supervisor is synthesized by means of concurrent composition of different
modules. In the second step, the structure is refined to avoid reaching undesirable markings.

The chapter is structured as follows. In Section 5.2, we review the monolithic supervisory
design as formulated by Wonham and present a design based on the concurrent composition op-
erator. In Section 5.3, we show that this design is well suited for Petri nets models. In particular,
we discuss how to refine a coarse structure for a supervisor, by introducing new arcs (and possibly
duplicating transitions) to avoid reaching undesirable markings. This procedure may always be
applied when the net is conservative. In Section 5.4, we discuss the advantages of PN over state
machines, as far as the transition structure of the model is concerned.

5.2 Monolithic Supervisor Design

A supervisory design algorithm has been presented by Wonham [Wonham 88a]. The algorithm
is based on language operators and it may be implemented using different models. The only
requirement is that the model specify the closed and marked behavior of a system. We also require
that the linguistic operators introduced in Section 3.2 be extended to the model. For example,
given two DESG1, G,, with closed behaviord,(G), L(G2) and marked behaviors,,(G1),
L,,(G2) we denoteG = G; || G2 the DES whose behaviors ate{G) = L(G1) || L(G2) and
L (G) = L(G1) || Lin(Ge). In a similar fashion, we can extend other linguistic operators to
operators on the systems.

Assume we are givem nonblocking DESG,, ..., G,, working concurrently. The alphabet
of these systems abey, ..., X, and they are disjoint, i.eY;; N X; = () for everyi # j. We want
to enforce some specifications on the joint behavior of these systems, representdidfesent
nonblocking generatorH, ..., H,. Each specification generathl; is defined on an alphabet
¥m, € ¥1U... UL, and effectively constrains only the events that belong to its alphabet.

A monolithic supervisomay be constructed using the following algorithm [Wonham 88a].

Algorithm 5.1. Wonham Supervisory Design

31
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1. Construct by shuffling= = G1 ||4 ... ||la G:n- G models the joint concurrent behavior
of the overall system under the assumption that the actions of the single subsystems are
asynchronous and independent. The alphab& &YX = > U... U %,,.

2. Augment the specifications, selflooping e&Ehwith the event labels present @ but un-
constrained by ;, i.e., the labels irEej = E\EH],. Callthese new generatoH/, ..., H,

n-

3. Construct by intersectiofl = H} N ... N HJ,. H represents the global specification we
want to enforce on the behavior Gf

4. Construct by intersectioft = H N G. E represents the largest behavior of the overall
system that satisfies all the constraints imposed by the specifications.

5. The generatoE obtained through the above construction, in the general case does not rep-
resent a proper supervisor, since the following two properties are not automatically ensured:

e nonblockingness.e., the generatoE may contain blocking states from which a final
state cannot be reached;

e controllability, i.e., the languagé.(E) may not be controllable with respect I G).
This means that whe® andE run in parallel it may be possible to reach a state from
which an uncontrollable event is enabledGnbut is not enabled if.

We have to further minimally restrict the behavioEgfto obtain a nonblocking and control-
lable generatofS. This is the counterpart, on the DES structure, of the supremal controllable
sublanguage operator.

The systen® obtained through this procedure gives us the transition structure of a supervisor.
We will give an example of this construction using state machine models.

Example 5.1. Consider the systenf&; andG, in Figure 5.1 and the specificatidd. We may

think of G; as a robot that picks up one part (evehtand loads the part on a machine (eviént

G- is a machine that may start working (evehaind may output the produced part on conveyor A
or B (respectively eventg ande) before returning to the idle state. The specification we consider,
represented by the generaldr specifies that the machine may start working only after it has been
loaded (event$ andc must occur alternatively), and that the robot may load a new part on the
machine only after the previously loaded part has been outputted on conveyor A (@ats

must occur alternatively). We will assume that the only uncontrollable event for this problem is
eventb.

The first step of design requires the constructioof G ||; G2, shown in Figure 5.2.

In the second step we construct the augmented specificBfipshown in Figure 5.3, by
selfloopingH with the unconstrained events, i.e., withe. SinceH is the only specification
generator, step 3 is not required in this example.

In the fourth step we construct the syst&in= G N H’, shown in Figure 5.4. The systel
is not a supervisor, because it contains blocking states (from which the final marking may not be
reached), and also non controllable states. As an exampleGaftas executed the string of events
w = aba, eventsh andc may occur inG while the control pattern computed iy contains only
the event. Sinceb is an uncontrollable event, the language generatel lsynot controllable.

If we remove the blocking and noncontrollable states, we obtain the nonblocking and control-
lable generato$ in Figure 5.5, which is a proper supervisor for this problem.

The supervisoB constructed using Algorithm 5.1 is calledonolithic because it represents
both asupervisorand aclosed loop modedf the system under control. In faé(S) = L(S/G).
It is often the case that a simpler supervisor exists. For the control problem in Example 5.1, a
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Figure 5.1: Systems and specification for the control problem in Example 5.1.

Figure 5.2: Shuffle systel&d = G, |4 G2 in Example 5.1.

Figure 5.3: Specification generafflf in Example 5.1.
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Figure 5.4: Systenit = G N H' for the control problem in Example 5.1.

Figure 5.5: Monolithic supervisd for control problem in Example 5.1.

Figure 5.6: A reduced structure supervisbfor the control problem in Example 5.1.
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reduced structure supervis8f is shown in Figure 5.6. We may easily check tidS/G) =
L(S'/G) c L(S).

Note also that since we have associated a final state with the specifiEhtitve supervisor
we have constructed ismaarking supervisoaccording to the terminology in Appendix B.2.

5.2.1 Design Using Concurrent Composition

We propose an alternative design for a supervisor, where only one operatoonthearent com-
positionoperator, is used to construct the gener&iof he algorithm is the following.

Algorithm 5.2. Concurrent Composition Supervisory Design

1. Construct by concurrent composition

E=Gil...|| Gy | Hy|...|H,;

2. RefineE so that it is nonblocking and controllable.

Itis easy to see that the two approaches are equivalent. In fact with Algorithm 5.1 we construct
a system generating the language

Ey=[L(G1) lla - lla L(Gm)] N [L(Hy) [[a ¢, 10 O [L(HY) [la X2, ],
and with Algorithm 5.2 we construct a system generating the language
Ey = L(Gy) || - || L(Gm) || L(H) || ... || L(Hy).

Since(Vw € ¥*) w € [L(H;) ||la X3;] <= w Tu;€ L(H;) (herew Ty, is the projection of
stringw on alphabeby;;), we can see that:

Ey={w|we[L(G1) |lg-. la L(Gn)], we [L(H;) o ] G =1,...,n)}
— {w|w e L(G) (i=1,...,m), w g€ L(H) (j=1,...,n)}
= FEs.

The concurrent composition design is simpler, since it requires only one operator. We will
show in the following section how it may be easily implemented using Petri net models.

5.3 Monolithic Design Using Petri Nets

In this section, we will use Petri net models in the design of a supervisor, following the Algo-
rithm 5.2. The coarse structure for a supervisor, i.e., the syBtemay be efficiently constructed
and the properties of nonblockingness and controllability may be expressed as properties of the
net systenE. Secondly, we will discuss hole may be refined to obtain a supervisbwithout
major changes in its structure.

The net counterpart of the concurrent composition operator, described in Appendix A.5, re-
quires merging transitions with the same label. This construction is based on the structure of the
net and does not require the explicit enumeration of its state space.

Example 5.2. For the control problem discussed in Example 5.1 we have represented in Figure 5.7
the systems and specification as Petri nets. The syBten(G; || G || H obtained by concurrent
composition is shown in Figure 5.8.
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Figure 5.7: Systems and specifications as Petri nets for the control problem in Example 5.2.

Figure 5.8: Systenkt = G, || G2 || H as a Petri net for the control problem in Example 5.2.
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Itis important to note how the properties of interest, namely nonblockingness and controllabil-
ity, may be expressed in terms of net properties. We will use the notation for concurrent systems
presented in Appendix A.5. L&k = G4 | ... || G, andH = H; | ... || H,, be the system
and specification components Bf Assume thall = (N, ¢, My, F), G = (N1, 4, Mo, F1),
andH = (N27 gz, ]\40727 Fg)

The systenE is nonblocking if and only if a final marking may be reached from any reachable
marking, i.e., if and only if

(VM € R(N, My)) (3M; € F) [My € R(N, M)].

Conversely, any reachable marking’ such that( AMy € F) [My € R(N,M’)] is a blocking
marking, and we should prevent the system from reaching it.

LetT,, C T be the set of uncontrollable transitionslofi.e., the transitions labeled by uncon-
trollable events. Given a marking’ € R(N, M), let M 11 (M 72) be the restriction of/ to the
places ofG (H). ThenE will be controllable if and only if it is not possible to reach a marking
M such that an uncontrollable transitiois enabled by\/ 11 in G, but it is not enabled b/ T,
in H. In other wordsE is controllable if and only if

(Vt € Tu) (/HM S R(N, M())) [M ng PT’GQ(‘,t) ANM TIZ P7’€1(-,t)].

Once the coarse structure of a candidate supervisor is constructed by means of concurrent
composition, we need to refine it to obtain a nonblocking and controllable generator. We have to
remove a set of undesirable states and all the transitions leading to them. We assume in this section
that the knowledge of which states are undesirable, and which are the transitions leading to them,
is given.

The next example shows the problems involved in the refinement of a net.

Example 5.3. Let us consider the systel constructed in Example 5.2. Here the controllable
event set i, = {a,c,d, e} and the uncontrollable event setds, = {b}. E is blocking and
uncontrollable. The undesirable markings, that should be removed, are those shown in the reach-
ability tree in Figure 5.9, equivalent to the state machine model in Figure 5.4. Refining the PN
is complex. First, we should certainly remove the transition labeled &ince its firing always

leads to an undesirable state and it is controllable. After removal of this transition, the transition
labeled bya will be enabled by the following reachable marking&’ = (1010010)”, M" =
(1001010)T, M" = (1000101)7. We want to block the transition labeledwhen the markings

M" andM"" are reached. Since

M'(p3) = 1> M"(p3) = M"(p3) =0,
we can add an arc fromy to a and froma to ps as in Figure 5.10.
The following algorithm can be given for the refinement of a net.

Algorithm 5.3. Lett be a transition to be controlled, i.e., a transition leading from an admissible
marking to an undesirable marking. Lebe its label.

1. Determine the set of admissible reachable markings that enalded partition this set
into the disjoint subseta/.. (the markings from whichshould be allowed to fire), andi/ 4
(the markings from which should not be allowed to fire, to avoid reaching an undesirable
marking). If M, = () removet and stop, else continue.

2. Determine a construct in the form:
UM) = [(M(p1) =n)A... A(M(pg) > ng)V

VIM (p}) = n) Ao A (M (ply) = 1)),
such that/(M) = TRUE if M € M., andU(M) = FALSE ifM € M.
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Figure 5.9: Reachability tree of the syst&inn Example 5.2 and Example 5.3.

Figure 5.10: Supervisd as a Petri net for the control problem in Example 5.2 and Example 5.3.
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3. Replace transition with [ transitionst!, . . ., t labeleda. The input (output) arcs of transi-
tiont/, j =1,...,1, will be those of transitiom plusn? arcs inputting from (outputting to)
placep], i =1,...,k;.

It is clear that following this construction there is an enabled transition labelied any
marking inM ., while none of these transitions are enabled by a markidd jn We also note that
in general several constructs of this form may be determined. The one which requires the minimal
number of transitions, i.e., the one with smallgis preferable.

The following theorem gives a sufficient condition for the applicability of the algorithm.

Theorem 5.1. The construct of Algorithm 5.3 can always be determined if the net is conservative.
Proof: A net is conservative if there exists an integer vedtor- 0 such that for any two
markingsM andM’ reachable from the initial marking” A/ = Y7 M’. Hence ifM # M’ there
exists a place such thatM (p) > M’(p). Also the set of reachable markings is finite.
On a conservative net, considef; € M., M; € M,. We have that\/. and M, are finite
sets and also there exists a plagesuch thatM; (p;;) = n;; > M;(p;;). Hence

um)y=\/ | A\ (Mpy) > ny)

i€EM. | jEMy
is a construct for Algorithm 5.3. o

According to this Theorem we may always find a refinement construct for conservative nets.
Unfortunately, the construct may contain ugié.| ORclauses, i.e., up td/ | transitions may be
substituted for a single transition to control. Note, however, that it is often possible to determine a
simpler construct as in Example 5.3, where the construct for the transition labetesl/ (1) =
[M(ps) > 1].

5.4 Petri Nets and State Machines

The design using concurrent composition appears to be highly efficient when using Petri net struc-
tures. Here we would like to discuss the main advantages of using Petri nets rather than state
machines in the supervisory design.

1. PN have a higher language complexity than state machines. Hence they have the possibility
of describing a larger class of systems.

The concurrent composition design algorithm may be used to construct the $ysteen if

we consider Petri net models with infinite state space, since it is based on the finite structure
of the net. However, as suggested by Theorem 5.1, since systems with infinite state space are
not conservative it may be impossible to refine the net in step 2 of the algorithm. This was
also expected from the results of Chapter 4 since the nonblocking generator of the supremal
controllable sublanguage &f may not have a Petri net representation.

2. Suppose we restrict ourselves to consider only conservative Petri net models. Conservative
PN are essentially equivalent to state machines, since the number of reachable markings
(i.e., the number of “states” of the model) is finite. However, since the states of a PN are
represented by the possible markings and not by the places, they allow a compact descrip-
tion, i.e., the structure of the net may be maintained small in size even if the number of the
markings grows.

To express the difference between the two approaches in quantitative terms, assume that we
start with bottom level modules that are state machines. Furthermore assume that in each
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module each symbol labels at most one transition. CongiderdulesGy, . .., G, and let
m; andn; be the number of states (i.e., places) and transitions of each of them. The system
G = G, | ... || Gk can be constructed as a state machine or as an ordinary Petri net.

e WhenG is constructed as a state machine the numbef states and the numberof
transitions will be:

k k
mgnmi, ngz n; Hmj
i=1 i=1 G

The upper bound is reached when the alphabets of the modules are disjoint; in this case
the coupling of the modules is so weak that the overall state set will be identical to the
cartesian product of the states of the modules. The bound gives however a clear idea
of the exponential growth of the model even in the general case when the alphabets of
the modules are not disjoint [Tadmor 89].

e WhenG is constructed as an ordinary Petri net, following the algorithm in Appendix A.5,
we have a number of places equal te: = Zle m; and a number of transitions:
n=|%] < Zle n; whereX is the alphabet associated@o
However, it is necessary to point out that in the phase of the refinement of the coarse
structure of the supervisor the number of transitions introduced in Algorithm 5.3 may
in the worst case approach the sizeldf as suggested by Theorem 5.1.

3. Petri nets allow modular synthesis, i.e., the net can be considered as composed of inter-
related subnets, in the same way as a complex systems can be regarded as composed of
interacting subsystems. In Figure 5.8, e.g., we may still recognize the individual modules
that compose the systeR) while in the state machine representation in Figure 5.4 this is
not possible. This permits us to express controllability as a property of the genBrator

5.5 Conclusions

We can summarize the results of this chapter as follows:

e For regular languages, Ramadge and Wonham have proved that it is always possible to
determine the supremal controllable sublanguage of a given configuration of systems and
specifications with a finite procedure (See Appendix B, Theorem B.3).

e For DES modeled with conservative Petri nets (that generate regular languages) we can
always refine the net in order that the supremal controllable behavior is achieved. In the
refinement, following Algorithm 5.3, the modular structure of the net is preserved (but in
some cases it may be necessary to introduce a large number of transitions).

Hence conservative Petri nets may be used within the framework of supervisory control, providing
a more compact representation in terms of transition structure when compared with state machine
models.

There is, however, another problem to be addressed. In this chapter we have assumed that
the set of undesirable markings is given. In practice, a brute force approach to determine this set
requires the construction of the reachability tree. PN may offer means to solve this problem in
more efficient ways.

e Use incidence matrix analysis to determine whether undesirable markings are reachable.
Although in the general case this analysis gives only a necessary condition for reachabil-
ity, there are classes of nets such that a necessary and sufficient condition may be derived
[Giua 90b, Murata 89].
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e Derive synthesis procedures that insure the desired properties for the composed system.
In this case we have efficient “closed form solutions” at the cost of limiting our design to
special classes of nets [Datta 84, Datta 86, Krogh 86, Krogh 91].

These approaches will be investigated in the next chapters.



Chapter 6

INCIDENCE MATRIX ANALYSIS

6.1 Introduction

This chapter discusses how incidence matrix analysis for Petri net models may be used to validate
supervisors for the control of discrete event systems. We will consider a class of P/T nets called
Elementary Composed State Machi(€SM). The most interesting property of this class of nets
lies in the fact that the set of reachable markings is an (integer) convex set and that the set of linear
inequalitiesA - M > A - My which defines it may be computed from the analysis of the simple
state machine modules that compose the net.

In classic incidence matrix analysis, the set of reachable markings of a sy3teid) is
approximated by the solutions of tetate equationi.e., by the set

PR(N, M) = {M € N'PI'| (35 €« N'")\[M = My + C - ]},

where(C' is the incidence matrix of the net. In another approadigsis of P-semiflowB is used
to approximate the reachability set, defining the set

PRB(N, My) = {M e N'"''| BT . M = BT . My}.
The first approximation is generally better, in the sense that
R(N, My) C PR(N, My) C PRP(N, My)

However, the computation dPRZ (N, M) does not involve the firing count vectét and this
feature has additional advantages that we will discuss in the following.
We propose an approach similar to the computatiaRBf (IV, M, ) where we use, in addition
to the equations derived from the P-semiflows, inequalities derived from the basic traps of the net
and we define
PRA(N,Mp) ={M e NPl | A- M > A Mp}.

The matrix A is computed from the analysis of the structure of iet Furthermore, we show
that for ECSM, the class of nets that we consider h&® (N, My) = R(N, M), i.e., the set
of integer solutions of the inequalitd - M > A - M, is exactly the set of reachable markings
[Giua 92d].

There are significant differences between our approach and the analysis based on the state
equation.

e The use of the incidence matrix does not permit verifying propositions such as

(VM € PR(N, My))[M; € PR(N, M)]

42
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with a linear algebraic formalism; this proposition, as we will see, expresses the nonblocking
property of a system. This is because the B&(N, M) is defined in terms of linear
equations containing the variabl&s ands. We define the set of reachable markings as the
solution of a set of inequalities which do not contain the firing count vettand we will

be able to write simple integer programming problems to study nonblocking properties of
systems.

e Forthe class of ECSM nets, the state equation gives only necessary but not sufficient condi-
tions for reachability, since it may contain spurious solutions (solutions which do not corre-
spond to reachable markings), i.e., in general it hétd&q NV, My) D R(N, My). However,
for the same class of nets there exists a matrsuch thatP R4(N, My) = R(N, My), i.e.,
the reachability set of an ECSM may be exactly described by a set of linear inequalities,
without spurious solutions.

e Note that since the domaiRR* (N, M) represents the integer solutions of a set of lin-
ear inequalities, it is a convex set of integers. Thus, there exists a mhtsixch that
PRA(N, My) = R(N, M) if and only if the reachability set of syste(V, M) is a con-
vex set. If a net is such that the state equation does not contain spurious solutions, this does
not imply that its reachability set is a convex set. As an example, it has been proved that
the state equation of acyclic nets does not contain spurious solutions [Murata 89]. The net
we will discuss in Example 6.2 is acyclic but does not have a convex reachability set. This
means that there are classes of nets suchRIB{tV, M) = R(N, My) and such that there
does not exist a matrid such thatP R (N, My) = R(N, My).

In our approach determining if a marking is reachable requires the use of Integer Programming.
Integer Programming problems may not be solved, in general, in polynomial time. However, it is
possible to relax the constraint that the solutiotlef\M > A - M, be integer to obtain a sufficient
condition for the validation of the net. Thus, we may use Linear Programming techniques to prove
that a given undesirable marking is not reachable.

The model considered in this chapter is based on state machine P/T nets with multiple tokens.
State machines may model choice, since a place may have more that one outgoing arc, but strongly
limit the possibility of modeling concurrency, since the only concurrent behavior is given by the
presence of multiple tokens in the net. To describe concurrent systems, the model is extended by
composing the state machine modules through concurrent composition, an operator that requires
the merging of common transitions.

In this approach it is necessary to restrict the type of compositions considered, in order to
guarantee some important properties [Giua 90b]. The final model, called Elementary Composed
State Machines (ECSM nets), can model both choice and concurrent behavior, and at the same
time has the property that the space of reachable markings is a linear integer convex set, i.e., itis
given by the integer solutions of a set of linear inequalities.

Section 2 deals with state machines and reachability using incidence matrix analysis and shows
how it is possible to derive the set of linear inequalities that defines the space of reachable mark-
ings. In Section 3 is defined the class of Elementary Composed State Machine nets and the results
derived in Section 2 are extended to this class. Section 4 finally shows how this approach may be
applied to the validation of supervisors for the control of discrete event systems.

6.2 Incidence Matrix Analysis for State Machines

In this section we discuss two ways of determining if a marking of a state machine is reachable
from the initial marking. In the first approach we consider the state equation of the net. In the
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second we show how the reachability set may be described by a set of equations that do not
involve the firing count vector.

State machines represent a very simple PN model that has been extensively investigated. For
instance, Murata [Murata 89] reports several results on the liveness and reachability characteri-
zation of this class of nets. However, the focus is generally on live state machines (i.e., strongly
connected state machines). In the framework of Supervisory Control, the requirement that the
model be live is not important, while it is required that the systemdrgblockingi.e., that from
any reachable marking it may be possible to reach a final marking. This motivates the attention
given in this chapter to state machines that are not necessarily live.

6.2.1 State Equation

The use of the state equation for characterizing the reachability set of a PN is based on the follow-
ing observation.

Note 6.1. Let (IV, M) be a marked net an@' its incidence matrix.
M € R(N,My) = (36 € N™) [M = My + C - 5.

The existence of a vectar satisfying the previous state equation gives a necessary but not
sufficient condition for the reachability of a given marking. In the general case, a soldtiand
& may exist for the previous equation, l&tiyields no firable sequence of transitions dddcannot
be reached.

For state machines, however, the following theorem holds.

Theorem 6.1. Let (N, M) be a marked state machine.
M € R(N,My) <= (36 € IN™) [M = My + C - 7].

Proof: Only < needs to be proved. At least one of the transitions giver byay fire if
My # M. In fact, consider a plage > My(p;) > M (p;) > 0. (The existence of such a place is
ensured because state machines are conservative.) Since

m
M(p;) — Mo(p;) = _ ciéj <0,
7j=1

there exists a transitioty such thats(¢;) > 0 andc¢;; = —1, i.e., t; outputs fromp;. Since
My(p;) > 0, t; may fire reaching a marking/’ such that:M = M’ + C - &, whered’ < &.
Repeating the previous reasoning it is possible to conclude that eventfialiyl be reached. ¢

In [Murata 89] is presented the same result in the cas¢rongly connectedtate machines.

Ichikawa and Hiraishi [Ichikawa 88b] have shown that for acyclic nets, i.e., nets whose un-
derlying graph has no directed circuits, a veciosolution of the state equation yields a firable
sequence of transitions. Theorem 6.1 does not imply this stronger property.

Example 6.1. Consider the net in Figure 6.1, wheté, = (2000 0)” andM = (101 0 0)7.
The incidence matrix of the net is

-1 0 -1 0 0 O

1 -1 0 0 0 O

C= 0o 1 0 1 0 O
0o 0 1 -1 -1 1

0O 0 0 0 1 -1

The state equation is satisfied = (1 1 0 0 1 1)”. While # does not yield a firable sequence
of transitions,M/ can always be reached: just consider the vegtes (1100 0 0)7(< &) that
yields the firable sequence’ = t;t».
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Figure 6.1: State machine in Example 6.1.
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Figure 6.2: Firing subnet in Example 6.1.

The problem, as the previous example shows, is that the firing count vector could be counting,
in addition to the sequence of transitions that needs to be fired to goifeto A, a cycle that
cannot be fired because it is not marked by a token. Hence the following two theorems hold.

Theorem 6.2. Let (N, Mj) be a marked state machine add be a marking ofN. A vector
(@ € IN™) [M = My + C - 7] yields a firable sequence of transitions fraw, if (A5 €
IN™) M =My +C-&', & <.

Proof: If & is the minimal vector satisfying the state equationférand My, then the firing
subnet given by is acyclic and all transitions may fire, as proved in [Ichikawa 88b]. o

Note that Theorem 6.2 gives a sufficient but not necessary condition. In Example 6.1, consider
the vectorz = (0 0 1 1 1 1) solution of the state equatiof.is not minimal but yields a firable
sequence = t3tstglya.

Theorem 6.3. Let (N, M,) be a marked state machine add be a marking ofN. A vector
(¢ € IN™) [M = My, + C - ] yields a firable sequence of transitions frddy if and only if in
the firing subnet given hy each connected component is marked\fy
Proof: The presence of a token in each connected component ensures that the cycles eventually
present ing’ can be executed. o

The firing subnet for Example 6.1 is in Figure 6.2; here there are two connected components
{p1,p2,p3} and{p4, p5}, the second of which is not marked; hence its transitions cannot fire.
6.2.2 Defining the Set of Reachable Markings

Theorem 6.4. Let (N, Mj) be a marked state machine. The set of reachable marl&ids M)
is an integer linear convex set, i.e., can be defined as the integer solutions of a set of linear
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Figure 6.3: Net in Example 6.2, with a non convex reachability set.

inequalities.
Proof: Follows from Algorithm 6.1 presented below. o

This property does not hold in general for ordinary P/T nets.

Example 6.2. On the net in Figure 6.3, an ordinary conservative BN,= (0 1 0 2) can be
reached from\, = (21 0 0) butM’ = M = (110 1), whichis alinear convex combination
of My andM, cannot be reached.

To determine the set of linear inequalities that the set of reachable markings of a state machine
must satisfy, the following algorithm may be used. Note first that a connected (not necessarily
strongly connected) state machine has a single P-semiflow whose support contains all the places.

Algorithm 6.1. Let (N, My) be a marked state machine, a@d = {pi,...,p.} a trap of N.
DefineM (T") = M(p}) + ...+ M(p},).

1. Consider allbasictraps' of the net along with the support of the P-semifibi

2. For each trap7* write the inequality: M (7*) > n;, wheren; is the number of tokens

assigned taZ* by the initial marking. For7® write the equation:M (7°) = ng, whereng
is the total number of tokens in the net.

3. If for atrap 7% (i # 0) the number of tokens is; = 0, the inequality for7* can be
removed.

4. 1f Tt C T7 (j # 0) andn; = n;, the inequality for77 can be removed, since it is implied
by the inequality fofT .

5. The remaining set of inequalities plus the inequaliti@s: > 0, gives the set of markings
reachable from the initial marking. These inequalities will be indicatedlay’).

According to this Algorithm, the reachability set of a state maclise)/,) can be represent
by the setPRA(N, My) = {M € IN'"| | A- M > A - My}, where each row of the matrit is
the characteristic vector of the P-semiflow of the net or of one of the basic traps of the net.

Here is an example of application for the algorithm.

Example 6.3. Consider the net in Figure 6.4. Here the basic traps are:

T9 = {p1, 2, P3, Pa, D5, D6 }

T = {p2},
7% = {ps},
T3 = {ps},

T* = {p1,p2, 5},
T5 = {pSap55p6}>
T6 - {p3ap47p57p6}~

LA trap is basic if it is not the union of other traps.
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Figure 6.4: State machine in Example 6.3.

Note, e.g., that the trafp., ps} is not considered, since it is given by the unionZdf and72.
The corresponding set of linear inequalities is:

(1) M(p1)+ M(p2) + M(p3) + M(ps) + M(ps) + M (ps) = 4,
(2) M(p2) >0,

(3) M(ps) >0,

(5) M(p1) + M(p2) + M(ps) > 2,

(6) M(ps) + M(ps) + M(ps) > 2,

(7) M (p3) + M(ps) + M(ps5) + M(ps) > 2

Inequality (2) and(3) will be removed in step 3 of the algorithm, inequal{®) will be removed
in step 4 as it is implied by6). Finally the set of markings reachable from the initial marking is
given by:

M(p1) + M(p2) + M(p3) + M(ps) + M(ps) + M(ps) = 4,
M(pﬁ) 2 17

M(p1) + M(p2) + M(ps) > 2,

M (ps) + M(ps) + M(ps) > 2,

M > 0.

Note 6.2. Given a trap7, the complemenP \ 7 is a siphon, i.e., there is a siphd#f = P\ T*
corresponding to each trafg?, (i # 0) considered in the Algorithm 6.1. Hence the inequality
for 7¢ may be rewritten ad/(S?) < ng — n;.

In fact siphons and traps are dual concepts and a dual algorithm, in terms of siphons, may be
given for determining the linear inequalities satisfied by the reachable markings.

Note 6.3. Let (N, M) be a marked strongly connected state machine. Then the set of equations
A(N) trivially reduces to:
M(T®) = no,

M >0.
Finally, it is necessary to discuss the correctness of the algorithm, i.e., the fact that the set of
markings that satisfy the linear inequalities required by Algorithm 6.1 is exactly the reachability

set. The idea is to show that a description of a state machine in term of traps captures the behavior
of the net. This will be proven through the following propositions.
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Proposition 6.1. Let7 be a trap of a state machine. The number of tokers is nondecreasing.

Proof: On state machines, the firing of any transition preserves the total number of tokens.
Also a transition has a single input and output arc. Hence no transition may output from a place in
T to a place not ir7". o

Proposition 6.2. Let7 be aminimaltrap? of a state machine. Then a tokerZircan move to any
place in7.

Proof: For state machines, it is sufficient to prove that all placeg e strongly connected,
i.e., there is a path from any place to all others. This is trivially trdg donsist of a single place.
Assume7 consists ofk places. Consider a plage € 7. There must be a transition from
to some placey, € 7, otherwise{p; } is a trap and/ is not minimal. Considefp;,p2}. With
the same reasoning it is possible to infer that there must be a transition leadinfgfrom} to a
placeps € 7. This reasoning can be carried out ugti , p2, ...px } = 7 is reached. Hencg, is
connected to all places ih. Since this reasoning can be applied to any place 7, the proof is
complete. o

Proposition 6.3. Let7 be atrap,andle?’ ={pe 7 |peT", 7" CcT,7"isatrap}. Then
atoken inZ \ 7' can move to any place if.
Proof: Similar to the proof of Proposition 6.2. o

The soundness of the algorithm is then proved by the following reasoning. The marking of the
traps is strictly nondecreasing (Proposition 6.1). The tokens initially present in a minimal trap may
freely move to any place of the trap (Proposition 6.2). The tokens initially present in a trap that
is not minimal are free to move to any place of the trap provided they also satisfy the constraints
enforced by the traps contained in the non minimal trap (Proposition 6.3). These are the only
constraints that the set of reachable markings must satisfy and these constraints are captured by
Algorithm 6.1.

We point out that while in general the number of basic traps of Petri net may be exponential in
the number of places, for state machines the number of basic traps is at most equal to the number
of places. This may be proved by the following inductive reasoning. Consider a state machine with
n places and no transitions; clearly there at@asic traps each one containing a single place. Now
assume we have a state machine with its set of basic traps, and assume we add a new transition
from placep to placep’. Then all the basic traps that do not contaiar that contairp’ are still
basic traps. All the basic traps that contaiand do not contaip’ will not be traps in the new
net and we need to add to each of them the minimal trap contajnitthere is only one such
minimal trap) to obtain new basic traps. After the new traps are computed, it may well be the case
that two of them are identical, that is the number of basic traps may only decrease when we add a
transition.

6.3 Composition of State Machines Modules

The section discusses how the properties studied in Section 2 for state machines are preserved by
concurrent composition. We will consider a restricted class of compositions.
Let us first introduce the following definitions.

Definition 6.1. A simple pathof a netN is a sequencé = tgpit; ...p.t, oOf transitions and
places such that

(Vi=1,...,r) Ppi = {tia}, 0] = {ti}, 61 = {pi}," ti = {pi}].

We assume thdtvi,j = 0,...,7 Ai # j)[t; # t;]. Note also that a single transition may be
considered as a simple path with no places.

2A trap is minimal if it is not the superset of another trap.
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Figure 6.5: Two state machines composed along a simple path in Example 6.4.

Definition 6.2. Given a netN, andk simple path®;, = t;o...,t;,, (i =1,...,k), thek paths
are looped in\V if

(FpeP)(Vi=1,...,k)[*tio= t;}ri = {p}, Pre(p, tip) = Post(p,ti,,) = 1].

In simple words, thé paths are looped if there exists a plagesuch that the initial (and final)
transitions of all paths only input from (and only output to) placsith a single arc.

In this chapter, we will consider compositions of subnets that share: 1) a simple path; 2) a set
of simple paths provided all paths are looped in one of the nets. We assume that the marking of
the places along the composed paths are the same on all subnets.

For this class of compositions we will slightly change the definition of composition given in
Appendix A.5. In fact here we are looking at composition based on the structure of the net rather
that on the language generated by the net.

Example 6.4. The two nets in Figure 6.5 are composed along the simplefqath t1psto. The
composed net is shown in Figure 1.b.

The two nets in Figure 6.6 are composed along the simple patastpate andfy = t3psty.
Pathsf; andf, are looped inVs.

A net N obtained by composition of subnetg and N, is denotedV = Ny || No.

We also recall the notation used for composed systems/NLi¢ a composed syste =
N1 | ... || Ny, andletd be a markingg be a firing count vector, anda firing sequence defined
on it. Theprojection of M on INV;, denotedM 7;, is the vector obtained from by removing all
the components associated to places not preseli.ifThe projection ofs on N;, denoted 1,
is the vector obtained by removing all the components associated to transitions not present in
N;. Theprojection ofo on V;, denotedr T;, is the firing sequence obtained byemoving all the
transitions not present ii;.

6.3.1 State Equation

Let N = Ny || ... || NV, be a composed net, and I&tbe the firing count vector solution of
M = My + C - &, whereC' is the incidence matrix ofV. Assume that on each modul€
(Vi =1,...,n), the firing count vecto# 1; yields a firable sequeneg, i.e., My 1; [os) M 1,
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Figure 6.6: Two state machines composed along two simple paths in Example 6.4.

, (i =1,...,n). This does not imply, however, that on the composedshgields a firable
sequence such that\/, [o) M.

There exist particular compositions, however, such that the reachability of a marking of the
overall net may be determined simply by the analysis of the modules that compose it. These
compositions, called elementary, are used to define the following class of P/T nets.

Definition 6.3. Elementary Composed State Mach{ii€©CSM) nets are the minimal class of P/T
nets that is a superset of the class of state machines and is closed under the following composi-
tions:

1. Composition of two nets sharing a single transition (or a simple path);

2. Composition of two nets through a g&tof £ transitions (or a se® of k& simple paths) when
the transitions (or simple paths) are looped in one of the nets.

Although the two compositions we used to define ECSM may appear exceedingly simple, they
permit the modular synthesis of realistic systems. As an example, the first kind of compositions
may be used to construct the model of several systems connected through buffers or channels. The
second kind of composition may be used to represent shared resources.

Theorem 6.5. Let (N, Mj) be a marked net wher = N; || N2 and assume tha¥; and N,
have been composed by means of one of the compositions used to define the class of ECSM. A
firing count vector forV yields a firable sequence if and only if on each modvj¢he projection
of the firing count vector yields a firable sequeiage

Proof: The “only if” part is trivial. Let us prove the “if” part for single transitions (i.e., not
simple path) composition. In the case of simple path compositions the proof is substantially the
same (see also [Giua 90b]).

e Composition of two nets sharing one transition
Consider a solutio@ of the state equation/ = My + C - . By hypothesis onV; and
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Ns, ¢ 1; yields a firable sequeneg such thatMy 1; [0;) M 1;, (i = 1,2). Letthe
component ot associated to the transitigrhave the valué, i.e., there aré occurrences
of t in eachs;. Theno; may be written as

o; =) talt ...l’?_ltl’?, (i=1,2).

Now let

sz?xgtx%x%t xg_ltxlf:ré.

Clearlyo is a firable sequence given by the firing count veétor

e Composition of two net sharing a set of transitiahdooped in one of the nets.
Consider a solutior of the state equatiod = My + C' - 5. By hypothesis orV; and Vs,
7 1; yields a firable sequeneg such thatMy 1; [0;) M 1;, (i = 1,2). Lett! be thej-th
occurrence imr; of a transition inl;. Theno; may be written as

0,1 ,.142 k—1 4k _k .

Let N, be the looped net. Then any time a transitton T fires any other transition iffi;
may fire. Hence the following is a firable sequenceffaras well

oh = xg t% x%t% ...x];_l tlf xg

Now let

J:x?xgt%x%x%t% :):S_Itlfxlfxé’.

Clearlyo is a firable sequence given by the firing count veétor o

Corollary 6.1. Let (N, My) be a marked ECSM net whefé = Ny || --- || N, and N;, (i =
1,...n), is a state machine. A firing count vector f¥ryields a firable sequence if and only if on
each moduleV; the projection of the firing count vector yields a firable sequence.

Proof: By recursive application of Theorem 6.5. o

Theorem 6.2 and Theorem 6.3 may be restated in this form for ECSM nets.

Theorem 6.6. Let (N, M) be a marked ECSM net and be a marking ofV. N = Ny | ... ||
N, andN;, (i=1,...,n), is a state machine.
Avector(d € IN™) [M = My + C - &] yields a firable sequence of transitions if

(Vi: 1,...,n)( 5;) [M Ti= Mo T; —i—CZ“E;, 5"; < ETZ]

Proof: Under these hypotheses, on each modulg; yields a firable sequence (by Theo-
rem 6.2). Hence by Corollary 64l yields a firable sequence fo¥. o

Theorem 6.7. Let (N, Mj) be a marked ECSM net and be a marking ofV. N = Ny || ... ||
N, andN;, (i=1,...,n), is a state machine.

Avector(d € IN™) [M = My + C - 7] yields a firable sequence of transitions if and only if
in the firing subnet given by 1; (i =1,...,n) each connected component is markedfy

Proof: On moduleN;, the firing count vectoF 1; yields a firable sequence if and only if in the
firing subnet all connected components are marked (by Theorem 6.3). Hence by Corollary 6.1
yields a firable sequence fof if and only if in the firing subnet for each modulé all connected
components are marked. o
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6.3.2 Defining the Set of Reachable Markings

This subsection will show how it is possible to derive the set of linear inequalities that defines
the set of reachable markings in ECSM nets. Firstly, the case of two state machines, composed
through a single transition or a set of looped transitions, is discussed. Then these results will be
extended to the composition of ECSM through simple paths.

Definition 6.4. Let (N, M;) be a marked state machine whérg assigns all the tokens to a place
po, and let)M,, be a marking that assigns a single token to pla@nd no token elsewhere. Given
a transitiont, it is possible to define the following two sets of places on the net:

Pr={peP|[(30)[o(t) >0, My, [o) Mpl},

Fy={peP[(E0)o(t) =0, My, [0) Mpl}.

In simple words, the sd?, contains the places that may be marked by fitirg least once by
an initial marking that assigns a token to the initial plageand no tokens to the other places. The
setP; contains the places that may be marked without fitibg an initial marking that assigns a
token to the initial placey and no tokens to the other places.

Similarly, given a set of transitioris;, it is possible to define the following two sets of places
on the net:

Pr,={pe P| (o) Bt eT.) [o(t) >0, My [0} My},

Pr. = {pe P|(30) (vt € TL) [o(t) = 0, My, [o) M,]}.

Proposition 6.4. (Firing Bounds) Let (N, M;) be a marked state machine whéevg assigns all
the tokens to a placey. Now given a markind/ € R(N, My), the number of timeshas fired to
reach M may vary and can assume any integer value in the rangg(M, t), pmax (M, t)], where

pmin(Mat): Z M(p);

pEPt\Pf
> M(p) ifthere is no cycle containing
pEP:
Pmax(M,t) =< 0 if there is a cycle containing
a'nd ZpEPt M(p) = 07
00 if there is a cycle containing
andy_ p M(p) > 0.

Pmin (M, t) and pmax (M, t) are called thefiring boundsof ¢ for marking M .

Proof: For each token i, \ P; transitiont must have fired at least once, while for each token
in P; transitiont may have fired once if there is no cycle containiray an arbitrary large number
of times if there is a cycle containirtg o

Note, also, that

pmin(Mv t) < Z MO(p)7
peEP

and that when there is a cycle containing good approximate bound — that will be used in the
following — for pmax (M, t) is

p;nax(M7 t) =h Z M(p) < pmax(Mv t)a
pEP;

whereh is any integer large enough.



CHAPTER 6. INCIDENCE MATRIX ANALYSIS 53

Figure 6.7: State machine in Example 6.4.

Proposition 6.4 is restricted to the case of an initial marking that assigns all tokens to a single
place. This requirement is fair, in the sense that in the application cases of interest here, such as
manufacturing systems, etc., the presence of multiple tokens in a state machine module indicates a
multiplicity of identical resources, such as buffer spaces or identical machines. Hence the multiple
tokens initially should be assigned to the same place. The following example will clarify the
necessity for this restriction.

Example 6.5. In the netV; in Figure 6.7,0,.x cannot be expressed as a simple linear function
of a markingM but may be defined as

Pmax(M,t) = min{ M (p2), M(p2) + M (p3) — 1,
M (p2) + M(ps) — 1, M(p2) + M(p3) + M(ps) — 2}.

The problem here is that the sésand P; are different for the different places marked by the
initial marking. However, whenever these sets are identical for all the places marked by the initial
marking, even if they are more than one, the results of Proposition 6.4 are valid. We will assume
in the following, unless explicitly stated otherwise, that this initial marking condition is verified
on all state machine modules considered.

When two netsV; (¢ = 1,2) are composed through a single transitipthe marking of the
overall net will be a subset of the cartesian product of the markings of the two modules. Given
a reachable marking/; on the netV;, the markingM = [M{ MI]T will be reachable on the
composed net if and only if there is a sequenageeaching)M; on the netN; (i = 1,2), and
o1(t) = oo(t). If N7 and N, are state machines, this requires that

[pllnin(Mlv t), prlnax(Mlv t)] ﬂ[p?nin(M% t), p?nax(M% t)] # 0.

where the exponeritin p . (M;,t) andp? .. (M;,t) denotes that the firing bound is computed on
the netV;. Clearly the two intervals will not be disjointif and only il . (M;,t) < p2 (M2, 1),
andpfnin(Mzﬂ t) < prlnax(Ml ’ t)

Theorem 6.8. When two state machinég, and N, are composed through a single transition
the set of markings reachable from the initial markihg for the composed ne¥ = N; || Ny is
given by the following set of linear inequalitigg NV ):

A(N1),
A(N2),
S M) <hy Y M),

pEP\P} peP?
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Figure 6.8: ECSM net in Example 6.6.

> Mp)<hi Y M(p),

pEPZ\P? peP;}

where:

o A(N;) (i =1,2), is the set of inequalities for the na% (as derived with Algorithm 6.1);
e the set of place®; andPg belongstaV; (i = 1,2), and are determined as in Definition 6.4;

e hy =1 (hy = 1), if there is no cycle containingin Ny (Ns), elseh; (hs) is equal to the
number of tokens contained in n¥$ (N;). As noted before, we are using an approximated
linear bound forp! . (M;, ).

Proof. Follows from Proposition 6.4 and the fact that if the last two inequalities are satisfied

there exists a firable sequenggfor both modules that reachég 1; firing ¢t an equal number of
times. Hence the vector

(6 € IN™)[G 1= d1, G J2= 9]

is a firing count vector forV and by Theorem 6.5 there exists a firable sequence for the overall
net. o

Example 6.6. Consider the composed system of Figure 6.8. The set of places of interest are:
Ptl - {p2}7

Pfl = {p1}7
P? = {p4,ps,pe, P},

P{2 = {p37p47p7}‘

Since there is no cycle containimgn N1, thenh,; = 1, while, since there is a cycle containing
in No, ho = 3. The linear inequalities that define the space of reachable markinyys &

M (p1) + M(p2) = 3,

M(p1), M(p2) = 0,
and onNs:
M (p3) + M(ps) + M(ps) + M(ps) + M (p7) = 2,
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M(ps3), M (ps), M(ps), M(ps), M (p7) = 0.
Hence the set of reachable markings on the composed system is defined by:

M (p1) + M(p2) = 3,

M(p3) + M (ps) + M(ps) + M(ps) + M(p7) = 2,
M(p2) < 3(M(pa) + M(ps) + M(ps) + M(p7)),
M(ps) + M(ps) < M(p2),

M > 0.

Note 6.4. The inequalities derived in Theorem 6.8 may not always be necessary. Suppose that on
one of the modules, say;, one of the following conditions holds:

1. P/ \ P! = 0. Hence
0= > M@p <h ) Mp

PEPI\P} PEP?
is always verified.

2. Pt1 = P;. Here P, is the set of places dY¥;. In this case there is a cycle containihgndpg
(the place marked by/,), andt may fire infinitely often inV; for each reachable marking.

Hence
ST Mp)<h Y M(p)
pEP?\P2 peP}
is always verified.

In the following example we will show an example of a system in which the initial marking
marks more than one place.

Example 6.7. In the netV; in Figure 6.7, discussed in Example 6.5, we have

Prax (M, t) = min{ M (p2), M(p2) + M(ps) — 1,
M (p2) + M(ps) — 1, M(p2) + M(p3) + M(ps) — 2},
pl. (M,t) =0.

Hence, when composing the module through transitiarith another moduléV, the following
inequalities should be considered
'A(Nl)v

A(N2),
Ponin(M, 1) < M (p2),
Prain (M 1) < M (p2) + M (p3) — 1,
Poin(M, 1) < M(p2) + M(ps) — 1,
Pinin(M, 1) < M(p2) + M (ps) + M (ps) — 2.

The case of a composition of two state machines through a set of tranditisow consid-
ered.
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Theorem 6.9. When two state machinég, and N, are composed through a s&f of transitions
and these transitions are looped in one of the nets,/égythe set of markings reachable from the
initial marking M, for the composed neV = N; || N, is given by the following set of linear
inequalitiesA(N):

A(N1),
A(N2)>
S Mp)<h > M(p),
pePLAPL peP2,

where:
o A(N;) (i =1,2), is the set of inequalities for the nat; (as derived with Algorithm 6.1);

o the sets of place®], and P~ (i = 1,2), belongs taV;, and are determined as in Defini-
tion 6.4; ’

e his equal to the number of tokens containedin

Proof: Given the special structure @f,, any reachable marking/> of N» may be reached
without firing any transition iff;. Hence it is never possible, as suggested by the previous note,
that a firing sequence oMy may require the firing of more transitions’Iiy than a firing sequence
on N;. Also, if a marking)/;, of N, may be reached by firing a transitionh, then any sequence
of transitions inl’; may also be fired. Hence the only constraint imposed by the composition of the
two modules is that for any markiny = [M{ MJ17, if reachingM; requires the firing of one
or more transition irff’;, Ms may be also be reached by firing a transitioffin This constraint is
expressed by the third inequality @f( V). o

The following two theorems generalize Theorem 6.8 and Theorem 6.9 to the composition
of two ECSM (not only state machines) along simple paths (not only single transitions). These
theorems will be given without proof.

When two ECSM nets are composed along a simple path it is necessary to consider the pos-
sibility that the path may belong to more than one state machine module on each net. Also the
places determined in Definition 6.4 are computed with respect to the first transition of the path.

Theorem 6.10.Let N; and N, be two ECSM nets, i.eN; = N; 1 || ... || Nip, (i = 1,2), where
N, ; is astate machine. Assumg and N, are to be composed through a simple path of transitions
0 = topiti ... prt, that belongs to module¥; , (¢ € J;) and to modulesV, ¢ (s < J3). The set

of markings reachable from the initial marking, for the composed né¥ = NV; || N is given

by the following set of linear inequalitied(NV):

A(Nl)v
A(NQ)a
Y. M) <hy® Y Mp), (g€ i, s € D),
pEPtlo’q\P;O’q peP®
Y. Mp)<h{T Y M@p), (a€ i, s€ ),
PEPI\P* pEP,

where:

e A(N;) is the set of inequalities for the nat;
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o the sets of placeB;” and P}/ (i = 1,2; j € J;),belongs taV; ;, and are determined as in
Definition 6.4;

e h1* =1 (h?® = 1) if there does not exist a cycle containing the pétm the netV; ,
(Nas). Elsen]”® (h%*) is equal to the number of tokens contained in theMgs (N 4).

When two ECSM nets are composed aldngimple paths, the paths are looped in one of
the nets, hence they belong to only one state machine module of the looped net. However, it is
necessary to consider the possibility that each path may belong to more than one state machine
module on the net that is not looped.

Theorem 6.11.Let N; and N, be two ECSM nets, i.el; = N;1 || ... || Nipn, (@ = 1,2),
where NV, ; is a state machine. Assumé and N, are to be composed throughkasimple path
of transitionsf; = t{)p{t{ . .th (j=1,...,k),and letTs = {t},...,tk}. Assume furthermore
that pathf; belongs to moduled’; , (¢ € J;) and that all paths are looped in the modulg ;.
The set of markings reachable from the initial markilfg for the composed né¥ = N; || Ny is
given by the following set of linear inequalitigg V ):

A(N1),

A(N2),
> M(p)<h ) Mp),
peP] pEP)

where:
o A(N;) is the set of inequalities for the naf;

e P/ is the set of places iV, that may be marked only by firing a transitior T:

k
r=U U (R,

Jj=1 q&J;
while P} is the set of places iV, that may be marked firing a transitione T:

/! p2,1,
Py = PTS ;

e his equal to the sum of the tokens contained inthe Agts (¢ € J;) (j = 1,...,k).

We conclude this section pointing out that when state machines modules are composed to form
an ECSM, the number of equations of that defines the reachability set grows, in the worst case,
more than linearly. In the case of Theorem 6.10 we have t®addl/;| x |.Jo| equations.

6.4 Supervisory Verification

In this section the results developed so far are applied to the validation of supervisors for the
control of discrete event systems (DES).

Considerm discrete event systems, represented by the state madkines., V,,, working
concurrently. It is generally assumed that the set of transitions of all these systems are disjoint.
The specifications to be enforced on the joint behavior of these systems are represented by
different state machined, . .., H,,, whose transitions are a subset of all the transitions ailse
The procedure for determiningraonolithic supervisorequires the construction, by concurrent
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composition, of thenekl = Ny || ... || Nn, || H1 || ... || Hn. Recall that there exists a set of
final markings associated to thé€'s and H's.
E and the netsV; (i = 1,...,n) will run in parallel, i.e., whenever a transition fires on

one of the netsV;, it is also fired inE. Furthermore, the transitions enabledfhat a given
marking represent the transitions that are allowed to fire in theMgtshile all other transitions
are disabled. The ndf will represent a proper supervisor, if the following two properties are
ensured.

¢ Nonblockingnessthe reachability set of the nét does not contain blocking markings, i.e.,
markings from which a final marking cannot not be reached;

e Controllability: itis not possible to reach a marking from which an uncontrollable transition,
belonging to the ned;, is enabled inV; but is not enabled id.

In the following subsection it is discussed how these properties may be verified by Integer
Programming techniques in the case thas an ECSM net. Clearly these restrictions heavily limit
the class of control problems that can be solved by our approach. However, it is possible to check
for these properties in more efficient ways than by brute force state space search. Additionally,
as will be shown below, it may be the case that the model may be validated by simple Linear
Programming.

6.4.1 Blocking

Let (N, M) be a marked net, andy be a final marking associated to it. For the sake of simplicity
assume thad/; is the only final marking of the net. The n&twill be blocking if and only if

(HM) [M S R(N7M0)7Mf ¢R(N,M)]

Now the setR(N, M;) of an ECSM net can be given as a convex linear set, as shown in
Section 3. Similarly theeoreachability sebf My, i.e., the se{M | M; € R(N,M)}, can be
given in this form, according to the following proposition.

Proposition 6.5. Let N = (P, T, I, O) be a net. Given a markindy/; of IV, the coreachability set
of M is identical to the reachability set from/; in the reversed neV® = (P, T,0,I), that s,

{M | M; € R(N,M)} = R(NT, Mp).
Finally it is possible to check for the existence of blocking markings as follows.

Proposition 6.6. Let (N, M) be a marked ECSM net and [&f; be the final marking associated
with it. Assume the reachability set df; is given by the sePR4 (N, My) = {M e NPl |
Ag- M > Ag - My}, and the coreachability set &ff; is given by the sePRAs (N, My) = {M €
]ZV'P| | Af M > Af . Mf}, where

~1

ay

Ap=1 ...

aj
Then there exist a blocking markidd if and only if one or more of the following Constraint Sets

has an integer feasible solutighi = 1, ..., k):
Ao M = Ao - Mo, CS1;
c‘z’;c-Mgazc;Mf—L
M > 0.
Proof: M is a blocking marking= M € R(N,My) AN My & R(N,M) <= [Ag- M >

AQ~M0]/\ﬂ[Af‘MZAf~Mf]<:>[A()-MEAO'M()]/\[\/ZLIEL?'M<C_L?c'Mf]<:>
(3)[(Ao - M > Ag - Mo) A (@ - a@ - My —1))]. o
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Note that each constraiﬁ’; M < 63@ - My has been rewritten in the equivalent foﬁ@- M <
ay - My —1.

It is possible to relax the constraint that the vectédrbe integer and obtain a sufficient con-
dition for the validation of the net. In fact, if no real vectdf satisfies the previous systems of
inequalities no blocking marking may be reached.

Note also that some of the constraids) > a@’- My may be trivially verified by any marking
in R(N, My). This is the case, for instance, for the constraints coming from the P-semiflows of
the net that are satisfied by the reachable and coreachable markings. Thus, we need not solve the
corresponding’'S1;, as it clearly has no feasible solution.

6.4.2 Controllability

Consider the neE constructed by concurrent composition of all the systems and specification
modules. Let, € T;, be an uncontrollable transition and assume thatlongs to the system net
N;. (By the hypothesis that all the systems have disjoint transitions, a transition may belong to
only one netV, although it may belong to more than one specificationfhgtLet the preset of,
be:*t, = {pg, e ,pf;q}, wherepg is a place ofV; andpé (4 > 0) is a place of some specification
netH.

E is not controllable if and only if it is possible to reach a markivigsuch that an uncontrol-
lable transitiort, is enabled byl T; in IV;, but it is not enabled by/ in E. In other wordsE is
not controllable if and only if

kq
(3t, € Tu) (3M) [M € R(E, Mo) A M(p2) > 1A (\/ M(p}) < 0)].
j=1

Proposition 6.7. Let the reachability set of be given by the sé? R4 (E, My) = {M € IN''! |
A-M > A-My}. ThenE will not be controllable if and only if one or more of following Constraint
Sets has an integer feasible solutitfi(€ T,, andVp; € *t, j > 0)

A-M> A My, CS2q,;
M(pg) > 1,
M(pg) <0,
M > 0.

Proof: E is not controllable=- ‘
(3t € T0) (M) [M € R(E, Mo) A M(p)) > 1A (Vi) M(p) < 0)] <=
]

(3ty € Ty) 3M) (3j) [A- M > A- Mo AM(p)) > 1A M(py) < 0]. 3

Also if the constraint thad/ be integer is relaxed, we may use Linear Programming to derive
a sufficient condition foiZ to be controllable.

6.5 Conclusions

In this chapter we have defined a class of P/T net, called Elementary Composed State Machine
nets. The reachability problem for this class can be solved by incidence matrix analysis. We
have shown how it is possible to derive a set of linear inequalities that exactly define the set of
reachable markings. Important properties of the net, such as the absence of blocking states or
controllability, may be studied by Integer Programming techniques. This approach may be used
to validate supervisors for the control of discrete event systems.

The main drawbacks of this approach is summarized as follows:
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e Integer Programming problems may be not be solved, in general, in polynomial time. How-
ever we have also shown that it is possible to use Linear Programming techniques to derive

sufficient conditions for supervisory validation.

e The model is limited, in the sense that there exist monolithic supervisors that cannot be
modeled as ECSM nets.

e Although a procedure to validate a supervisor is given here, the control problem is not di-
rectly solved, in the sense that if the model does not have the desired properties the approach
does not directly lead to the construction of a proper supervisor.



Chapter 7

GENERALIZED MUTUAL
EXCLUSION CONSTRAINTS

7.1 Introduction

Mutual exclusion constraints are a natural way of expressing the concurrent use of a finite number
of resources, shared among different processes. In the framework of Petri nets and from a very
general perspective, we define a generalized mutual exclusion constraint (GMEC) as a condition
that limits a weighted sum of tokens contained in a subset of places [Giua 92KV &f,) be a

net system with set of placé3 A constraint(«, k) defines a set deégal markings:

M@, k) ={M e NPV | &7 . M <k},

wherew is a weight vector of nonnegative integers, &nid a positive integer. Markings it !*’
that are not legal will be denotddrbiddenmarkings.

In the first part of this chapter we present a methodology, based on linear algebraic techniques
[Silva 92], to compare and simplify GMEC. An equivalence notion among GMEC is introduced
and studied from the point of view of structural net theory.

In traditional Petri net modeling all transitions are assumed todgrollable i.e., may be
prevented from firing by a control agent. A problem addressed for those systems with shared
resources has been that of deadlock prevention or avoidance [Banaszak 90, Viswanadham 90,
Zhou 91]. A single GMEC may be easily implemented bgnanitor, i.e., a place whose initial
marking represents the available units of a resource and whose outgoing and incoming transitions
represent, respectively, the acquisition and release of units of the resource.

In the framework of Supervisory Control [Golaszewski 88], the complexity of enforcing a
GMEC is enhanced by the presenceunicontrollabletransitions, i.e., transitions that may be
observed but not prevented from firing by a control agent. To enforce a given GMEC, it is nec-
essary to prevent the system from reaching a superset of the forbidden markings, containing all
those markings from which a forbidden one may be reached by firing a sequence of uncontrollable
transitions. Unfortunately, in this case we prove that the set of legal markings awaysbe
represented by a linear domain in the marking space, thus there exist problems which do not have
a “monitor-based” solution.

In this context, the second part of this chapter discusses GMEC for systems represented as
marked graphs. The goal is that of constructing a supervisor capable of enforcing the constraints.
A solution to this problem has been given by Holloway and Krogh [Holloway 90, Holloway 92a,
Krogh 91]. In their approach, which may be definedfaty interpreted the control policy is
efficiently computed by an on-line controller as a feedback function of the marking of the system.
In this work, instead, we are interested in deriving a net based structure for the supervisor. We

61
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will discuss and compare several solutions. Some of these models \iilllypeompiled i.e., the

corresponding supervisor is represented by a P/T net, others wiktially compiled i.e., the

corresponding supervisor is given as an interpreted net in which the firing of some transitions not

only depends on the marking of the net but on the value of some boolean expressions as well.
The advantages of fully compiling the supervisor action in a net structure are:

e The computation of the control action is faster, since it does not require separate on-line
computation.

e The same Petri net system execution algorithms may be used for both the original system
and the supervisor.

¢ Aclosed-loop model of the system under control may be built with standard net composition
constructions, and analyzed for properties of interest. Moreover, the structural theory of
Petri nets may be used to prove, without an exhaustive state space search, that the system
under control enjoys the properties.

On the other hand, partially compiled models are more flexible in the sense that some inter-
pretations may be used to implement complex control policies, whose corresponding net structure
may be exceedingly large.

The chapter is structured as follows. In Section 7.2, generalized mutual exclusions constraints
are defined. If all transitions of the net are controllable, these constraints may be enforced by a
monitor place. If some of the transitions are uncontrollable, it is possible to prove that a monitor-
based solution may not exist. In Section 7.3, we study the properties of marked graphs with the
addition of monitor places. In particular, we discuss a sub-class of marked graphs for which there
is always a monitor-based solution, corresponding to a set of GMEC, even when some transitions
are uncontrollable. In Section 7.4, we present two different P/T structures for the supervisor
capable of enforcing GMEC for this sub-class of marked graphs. In Section 7.5, we present two
different partially compiled net structures for the supervisor capable of enforcing GMEC for this
sub-class of marked graphs. In Section 7.6, we compare the advantages and disadvantages of the
different control structures.

7.2 GMEC and Monitors

In this section we define generalized mutual exclusion constral@MEC) as a condition that

limits the weighted sum of tokens in a set of places. We discuss the modeling power of this kind
of constraint and prove that only for restricted classes of systefob@lden marking problem

may be expressed as a mutual exclusion problem. Then we study how GMEC may be enforced by
adding additional control structure, in the form of new places catfieditors to the net.

7.2.1 Generalized Mutual Exclusion Constraints

Definition 7.1. Let (N, M) be a net system with set of placBs A singlegeneralized mutual
exclusion constraintw, k) defines a set of legal markings
M@, k) ={M e NPV | &" - M <k},

wherew : P — IN is a weight vector, ané& € IN*. Thesupportof « is the setQ,, = {p € P |
w(p) > 0}. B B

A set of generalized mutual exclusion constraififg k), with W = [@ ... 4,,] andk =
(k1...km)T, defines a set of legal markings

MW, k) = (Y M(i, k) = {M € NPT | W M < k}.
=1
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As a particular case, wheri < 1, i.e.,w(p) = 1 (Vp € Q.), theunweightedSMEC (7, k)
is reduced to theet conditiorconsidered in [Krogh 91].
In the following we will discuss the redundancy and equivalence between constraints.

Definition 7.2. Let (N, M) be a system. A GMEGU, k) is redundantvith respect to (wrt) a set
of markingsd € INIPlif A € M(w, k).

A GMEC(w, k) is redundant wrt a systefiV, M) if R(N, My) C M(w, k).

A set of GMEC(W, k), whereW = [, ... @] andk = (ki ...km)T, is redundant wrt
(N, My) if (w;, k;) isredundant foralk = 1,...,m.

Linear programming techniques may be used to derive sufficient conditions for redundancy.

Proposition 7.1. If the following Linear Programming Problem (LPP) has optimal solutidn<
k + 1 then the GMEGw, k) is redundantvrt (N, Mj):

r= max Wl -M
st. M=My+C-3a,
M,G>0
Proof: If 2* < k + 1 then PR(N, M) € M(w, k) and this implies thaf?(N, My) C
M (W, k). 3

The proposition gives a sufficient condition for redundancy. There are classes of nets, such as
marked graphs (see Proposition 7.3), for which the condition is necessary and sufficient [Colom 89].
Also for the nets for whiclPR(N, My) = PR®(N, My) we may equivalently check for redun-
dancy solving the following linear programming problem:

r= max @' -M
st. BT.M=BT.M,,
M > 0.

whereB is a basis of P-semiflows of the net.

Definition 7.3. Two sets of GMECW, k1) and (Wa, k) areequivalentvrt (N, M) if R(N, My)N
MW, k1) = R(N, Mo) N M(Wa, k).

We may check for equivalence between constraints using the same approach we used to check
for redundancy. In fact from the definition it follows that two sets of GMEG, k1 ) and(Ws, ks)
are equivalent wr{.V, Mo) if and only if (W3, kl) is redundant wriR(N, My) N M (W3, ks), and
(Wa, k2) is redundant wriR(N, Mo) N M(W1, k1).

Example 7.1.Consider the system in Figure 7.1a whose set of reachable markiRgdisVly) =
{M|IT .M = 3}. Let (@, k1) and (s, k) be two GMEC with:; = (1330)7,k; = 5, and
Wy = (0110)T kg = 1.

To prove that the two constraints are equivalent wrt the system considered we may proceed as
follows. The LPP

1= max Wi -M
s.t. TT-M:3,
wg-Mgl,

M >0,

has optimal valuer = 5 < k; + 1, hence by Proposition 7.R(N, My) N M(wWa, k2) C
M(W1, k). The LPP

To = max Wy - M
s.t. TT~M:3,
Wi - M <5,

M >0
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Figure 7.1: System in Example 7.1.

has optimal value:; = g < ko + 1, henceR(N, My) N M(w1, k1) C M(ws, ko). This proves
that the two constraints are equivalent for the given system.

The equivalence between constraints leads to the idsmngificationof a constraint. Given
a constrain{«, k), we may look for a simpler, but equivalent, constraint. A constraifit k')
is simpler than(w, k) if @ < . In the next subsection we will see that simpler constraints
require simpler control structure to be enforced. The next example shows another advantage of

simplifying constraints.

Example 7.2. For the system in Figure 7.1a consider, in addition to the two constraints discussed
in Example 7.1, the constraiitis, k3) with: @3 = (0330)7, k3 = 5. By definition, (s, k)
is simpler than(ws, k3) that is simpler tharjw, k7). It is immediate to see tha¥t(ws, k3) =
M (W, k2), i.e., (W3, ks) is equivalent tqws, ko) wrt (N, My). Since we have proved in Exam-
ple 7.1 that«, k) is equivalent tqws, k2 ), the equivalence betweé, k1) and(ws, k3) also
follows.
Note, however, that if we try to use a LPP to prove that, &, ) is redundant wriR( N, M) N
(w3, k3) we have an inconclusive answer. In fact the LPP

1= max w; -M
st. 17.M =3,
WL - M <5,

M >0,

has optimal value:x] = 1—39 > 6, hence we cannot conclude th@f, k;) is redundant wrt
R(Na MO) N (1173, k3)

It is important, in the previous example, to pinpoint the advantage of using the simpler un-
weighted constraints, k2 ) rather than the weighted o(&s, k3) to prove equivalence vy, k1 ).
The system considered in the example is a live marked graph, and the constraint set that defines
the set of reachable markings has integer extremal points, hence any optimal solution of the Lin-
ear Programming Program is also a solution of the corresponding Integer Programming Problem.
This property is preserved if we add any number of unweighted constraints to the constraint set
that defines the set of reachable markings.
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Figure 7.2: Reachable markings in Example 7.5.

7.2.2 Modeling Power of Generalized Mutual Exclusion Constraints

In this subsection we discuss the modeling power of GMEC, both weighted and unweighted.

The use of weights in the definition @¢fv, k) may be a useful way to compactly express
more than one unweighted constraint, i.e., it may be the case that a weighted constraint may be
decomposed into a set of unweighted ones.

Example 7.3. In the case of safe (i.e., 1-bounded) systems, the consirairit) with @ =
(1234)T andk = 5 is equivalent to the set of constrairft§’, k) with

1110
w=|010 1],
001 1

andk = (211)7. In fact M (7, k) N {0, 1}* = M(W, k) N {0, 1}*.

We point out that there does not always exist a set of unweighted constraints equivalent to a
set of weighted ones.

Example 7.4. Consider again the system in Figure 7.1a. [@tk) be a GMEC with: 4 =
(1200)7, k = 4. In Figure 7.2 we have represented the projection of the reachability set on the
first two components)/ (p;) and M (p2). MarkingsM; = (2100)7 and M, = (0210)7 are legal,
while markingM; = (1200)7 is forbidden by(«w, k).

If there exists a set of unweighted constraifitg, ) equivalent to(7, k), then one of the
constraints in this set must e, k'), with @' = 1, such thatMy, My € M(&, k'), and Mz ¢
M@, k). We will prove, by contradiction, that no su¢t’, k') may exists. In fact’ - M; <
W Mz = w'(p1) < w'(p2), andi’ - My < @' - M3 = w'(p3) < w'(p1). Thatis, in order
to have an unweighted constraint that forbids but that does not forbid/; and M, we need
to chose av’ such that(Vp) w'(p) € {0,1} andw’(p3) < w'(p1) < w'(p2). This is clearly
impossible.

For safe systems, however, the following theorem proves that any weighted constraint is equiv-
alent to a set of unweighted constraints.

Theorem 7.1. Let (N, M) be a safe system with set of pladesind («, k) a weighted GMEC.
There exists a set of unweighted constra{is k) equivalent to(«, k) wrt (N, Mp).
Proof: Consider the set of vectois such thatyv’ € V' the following conditions are verified:
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Cl. 7 e {0, 1}I7!;

C2. Qv C Qu;

C3. wl 7>k

Ca. (Vo' € {0,1}/P1. 7 < @) w' -7 <k.

Let (W, k) be such thatV = (&, ... w,) andk = (ki ... k.)T, where

r

andwhergi =1,...,7) ki =|Quw,| —1
a) Let us proveR(N, My) N M (W
M € R(N, My) N M(%, k) = TM<k:>M<1/\(Vv€V)3p6QU
Mp)=0= (VGe V)& -M<k = Mec MW,E).
b) Let us proveR (N, Mo)NM(W. W, k) C M(i@, k). Itis enough to prove thatl € R(N, Mo)A
M & M, k) = M & M(W, k).
M € R(N,My) ANM ¢ M(wW,k) = M < IAw’ - M > k. Letd, be defined as: if
p € Qu thenvy(p) = M(p) elsevy(p) = 0. Clearlyd, satisfies conditions C1-C3 listed above.
We will show that there exists vecto; < @, and such that; € V. Considery’ € Q,, >
(Vp € Quy)w(p') < w(p). Letd; be a new vector such that: jif # p’ thenv;(p) = vo(p) else
vi(p) = 0. If gl < k stop else repeating this procedure constilyct - -, v;11 such that
M > @y > ¥ > -+ > ¥j41 andw” - ¥j41 < k while @’ - §; > k. This means that; € V,
hencer! - M =|Q,,|= M ¢ M(W, k). o

<
AL

In the rest of this subsection we will compare GMEC with the most general kind of constraint
that can be defined on the markings of a systemfdti@dden markingsonstraint [Holloway 92a].
A forbidden marking constraint consists of explicit list of markingsF' that we want to forbid.

Let us now consider a net systgiV, Mj) and letF’ be any set of forbidden markings. Is it
possible to find a set of GMEQV, k) equivalent taF", i.e., such thaR (N, My)\ F = R(N, My)N
M(W,k)? In general the answer is no. In fact given three  markingsMa, Ms € R(N, Mo)
with Ms = (M; + Ms)/2 we have thatMy, My € M(W,k) = Mz € M(W,k), since
M(W, E) is a convex set. Howevdr may be chosen such thaf;, Ms ¢ F andMs € F. This
proves that there may not exist an GMEC equivalent to a forbidden marking constraint.

However it is possible to prove that for some classes of nets there exists an GMEC equivalent
to any forbidden marking constraint.

Theorem 7.2. Let (N, Mj) be a safe and conservative net system. Then given a set of forbidden
markingsF' there exists a set of GME@V, k) such thatR(N, My) \ F = R(N, My) "M (W, k).
Proof: Let us first state two obvious facts.

1. If a net is safe there does not exist two different markings with the same support, i.e.,
M, M’ € R(N,My) \NQn = Qryr = M = M'.

2. Ifanetis conservative no marking is covering another one(%é4 € R(N, My)) AM' €
R(N,My) > M < M.

Then, given a set of forbidden markingswe may forbid anyM € F with a constrain{, k)
where:w(p) = 1if p € Qs elsed(p) = 0, andk =|Qxs| —1. Clearly M ¢ M(w, k) and any
other markingMl’ € R(N, M) is such that\I’ € M(w, k). Thus(W, k) may be constructed as
the union of all the GMEC constraints forbidding a markingin o
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Figure 7.3: System in Example 7.6.

The requirement that the net be conservative may be shown necessary by the following exam-
ple.

Example 7.5.Consider the 1-bounded but not conservative system in Figure 7.3. The two possible
markings of the system ae/; = (1) and My = (0). Clearly for a set of forbidden markings
F = {(0)} itis not possible to find an equivalent GMEC sir@&r, k) w’ - My < @’ - M; < k.

7.2.3 Monitors
A GMEC may be enforced on a system bgnanitor.

Definition 7.4. Given a systemiN, M), with N = (P, T, Pre, Post), and a GMEC(w, k), the
monitor that enforces this constraint is a new plagdo be added taV. The resulting system is
denoted N°, M), with

N® = (PU{S}, T, Pre®, Post”).

Let C be the incidence matrix df. ThenN* will have incidence matrix
C
S _
-] 5]

We are assuming that there are no selfloops contaising N°, hencePre® and Post® may be
uniquely determined bg®. The initial marking of N, M) is

M,
S _ 0
Mo _<I<:—u7T~M0>'

We assume that the initial markidg, of the system satisfies the constrdidt k).

As an example, in Figure 7.1b we have represented the two monitors corresponding to the two
constraints discussed in Example 7.1.

We will use the following notation for system with monitors. L¥t: P U {S} — IN be a
vector. Theprojectionof X on P is the restriction ofX to P and will be denoted {p. This
definition is extended in the usual way to the projection of a set of vedfpre.,X Tp= {X 1p|
X e X},

Proposition 7.2. Let (N, M) be a system(ii, k) a GMEC, and(N*, M) the system with the
addition of the corresponding monitéf.

1. The monitorS ensures that the projection oR of the reachability set of N°, M) is
contained in the set of legal reachable markingg®f M), i.e.,

R(N®, M§) 1pC R(N, Mo) N M(i5, k).

2. The monitorS ensures that the projection dhof the potentially reachable set G, M)
is identical to the set of legal potentially reachable marking$/éf M), i.e.,

PR(N®, Mg') 1p= PR(N, Mo) N M(i, k).
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3. The monitorS minimally restricts the behavior diV®, M), in the sense that it prevents
only transition firings that yield forbidden markings.

4. The monitorS is a structurally implicit place inN* if and only if all places inQ,, are
structurally bounded.

5. The monitorS is an implicit place in(N*, M) if and only if (7, k) is redundant in
(N, My).

Proof:

1] Clearly R(N®, M) 1pC R(N, M), since the addition of a place can only further con-
strain the behavior of a system. To praReN°, M) 1pC M(w, k), let M € R(N®, M) and
M = M?% 7p. ThenM*® = Mg + C* - 7 or, equivalently,

M:Mo—}—Cé",

M3(S)=M5(S) —uwl -C-G=k—w' - (My+C-&)>0.

Hencew” - M = @’ - (My+ C - &) < k,i.e., M € M(w, k).
2] With the same reasoning of the previous point we can immediately concludeRfat®, M@g) 1pC
PR(N, My) N M (W, k). Let us prove the reverse inclusion. Lt € PR(N, My) N M (W, k),
i.e.,35 > 0 such that
M= My+ C - 3&,

@l M < k.

This implies thati” (My + C - &) < k,i.e.,k — @’ - (My + C - &) > 0. Then we also have that

s _ M
M= = ( k—w' - (My+C-5)

is a non negative solution dff® = My + C° - 7, i.e.,,M® € PR(N®, My).

3] Let ot € L(N, Mp) be such that:My[o)M[t)M' ando € L(N®, M{) be such that:
Mg [o)M?S. We need to prove thatt ¢ L(N°, My) = @’ - M’ > k. LetC(-,t) be the column
of C corresponding to transition ThenPre®(S,t) — Post®(t,S) = —C3(S,t) = @ - C(-,t).
Sincet is not enabled by marking/® and since there are no selfloops containfhgt follows
that

0 < M%(S) < Pre®(S,t) = Post®(t,S) =0,

i.e., Pre®(S,t) =" - C(-,t). Then
k—wl - M= M%) < Pre(S,t) =@l - C(-,t),

from which follows
@M =w" - [M 4O, t)] > k.

4] As shown in [Colom 89]$ is structurally implicit inN'® if and only if 3Y° > 0 such that
YT .C5% < 09(S,-), whereC®(S,-) = —w’ - C is the incidence vector of in C*. Then: All
places inQ,, are structurally boundee= 3Y’ > 0 such thatQys D Q., Y'! - C < § —

Ja € Rt suchthatt’ = (aY’ — @) > 0, YT . 0% < —w! - ¢ <= S is structurally implicit in
NS,

5] Only if. S is implicit <= L(N, My) = L(N¥, M§) = R(N, My) = R(N®, M§) 1pC
M(W, k) <= (w0, k) is redundant il N, My).

If. We just need to prove that {v, k) is redundant in N, Mo) thenL(N, My) = L(N®, M.
ClearlyL(N, My) 2 L(N®, M), sowe will prove that redundancy implié$ N, My) C L(N®, My).
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Figure 7.4: A system not live under constraint.

Letot € L(N, My) be such thatMy[o) M[t)M' ando € L(N®, M§) be such that [o) M.
Note that redundancy implieg” - M’ = w” - [M + C(-,t)] < k. ThenM*(S) =k — @’ - M >
@l -C(-,t) = Pre®(S,t)— Post®(t, S) and by the hypothesis th&tis not contained in a selfloop
we have:M(S) > Pre®(S,t). This proves thatt € L(N7, M{). 3

The addition of a monitor to the net structure modifies the behavior of a system, in order to
avoid reaching markings that do not satisfy the corresponding GMEC. We pinpoint three facts:

e The addition of a monitor does not always preserve liveness of the system. In the system in
Figure 7.4, e.g., a monitor has been added to enforce the constféint + M (ps) < 1.
The system reaches a deadlock after the firing of a single transition.

¢ Not all markings that satisfy the GMEC may be reached on the net with the addition of a
monitor. In the net in Figure 7.4, e.g., the markifg§0011)” may not be reached even if
it satisfies the constraint/ (p3) + M (ps) < 1 because the net reaches a deadlock. In the
net in Figure 7.5, a monitor has been added to enforce the constfgint) + M (p3) < 1.
From the initial markingdZ5’ = (000111)7 the markingM* = (100010)” will never be
reached even if the net is live.

e Even if liveness is preserved, the system may lose reversibility, as shown in the system in
Figure 7.5. In the same figure is shown the reachability graph of the original system (all
arcs and states) and of the system with monitor (only continuous arcs). The initial marking,
that satisfies the constraint, will never be reached again in the system with monitor.

7.2.4 Nets With Uncontrollable Transitions

We assume, now, that the set of transitidhef a net is partitioned into the two disjoints subsets
T., the set oluncontrollabletransitions, and,., the set ottontrollabletransitions. A controllable
transition may be disabled by the supervisor, a controlling agent which ensures that the behavior
of the system is within a legal behavior. An uncontrollable transition represents an event which
may not be prevented from occurring by a supervisor.

Given a systemN, M) and a set of GMEGWV, E), the set of legal markings is given as a
linear domain:

MW, k) ={M e N |WT .M <k}
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Figure 7.5: A system not reversible under constraint.

In the presence of uncontrollable transitions, we need to further restrict the behavior of the sys-
tem, avoiding all those markings from which a forbidden marking may be reached by firing only
uncontrollable transitions. The set of legal marking is in this case:

MW, E) = M(W, k) \ {M € IN'"I | 3M’ & M(W, k) > M[o)M' Ao € T},

i.e., we do not consider legal the markings that saﬂﬁfyl?) but from which a forbidden marking
may be reached by firing only uncontrollable transitions. We need to introduce this restriction
because a firing sequenee= 7,; may not be prevented by a controlling agent.

It is possible to prove that there does not always exist a GI‘(/I[EE’QQ) such thatR(N, My) N
M(W, k) = R(N, My) N M.(, k). Thus we may have cases in which does not exist a monitor-
based solution to a given mutual exclusion problem.

Example 7.6. In the net in Figure 7.6, we have represented as empty boxes the controllable tran-
sitionsty,ta,t5. Assume we want to enforce a constraiat, k) with @ = (00100010)7" and

k = 1,i.e., suchthab/(ps) + M(p7) < 1. Is is easy to see that the markingg = (2002001)7

and My = (0220001) are in M..(i, k), but M = (1111001)T = (M; + M3)/2 is not. This
proves that there does not exists a GMER, k) such thatR(N, My N M(W, k) = R(N, M) N

M. (W, k).

This shows that in presence ohcontrollabletransitions, a problem of mutual exclusion is
transformed into a more generarbidden marking problemwhich is a qualitatively different
problem, in the sense that it may not always be solved with the same techniques used in the case
that all transitions are controllable. Note, however, that for safe and conservative systems the result
of Theorem 7.2 ensures that, even if some transitions are not contro(lable, may be enforced
by a set of monitors.

We also discuss the conceptmfximally permissible control poligykrogh 87]. When all
transitions are controllable, we have proved that a monitor is capable of enforcing a given GMEC
(w, k), in the sense that it can ensure that only marking$fiaw, k) will be reached by the system
under control (Proposition 7.2, part 1). It is also the case that whenever a transstiprevented
from firing by the monitor at a given markiny thenM [t) M’ A M’ ¢ M (w, k) (Proposition 7.2,
part 3). Thus any transition firing that yields a legal marking is not forbidden and the behavior of
the system under control is the largest behavior that satisfies the constraint. We call this behaviour
maximally permissibléllowing [Krogh 87].
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Figure 7.6: A mutual exclusion problem with uncontrollability that does not admit a monitor-based
solution.

In the case of uncontrollable transitions, the maximally permissible control policy should en-
sure that:a) only markings inM.(w, k) will be reached by the system under contrby;all
transition firings that yield a marking iM.(w, k) should be allowed.

7.3 Generalized Mutual Exclusion Constraints on Marked Graphs

In this section we focus on a class of nets, the marked graphs (MG). In the first subsection we
study the properties of marked graphs with the addition of monitors. In the second subsection
we present a general formalism for enforcing generalized mutual exclusion constraints on MG
with uncontrollable transitions. In the third subsection we restrict our attention to a particular
subclass of MG for which a solution to a mutual exclusion problem may be efficiently derived. In
Section 7.4 and Section 7.5 we will show several control structure capable of enforcing generalized
mutual exclusion constraints, in the presence of uncontrollable transitions, for this subclass.

7.3.1 Marked Graphs with Monitors

In the rest of this chapter, we will consider systems whose underlying net is a strongly connected
marked graph (MG). Strongly connected MG are structurally live and bounded.

Proposition 7.3 ([Murata 89]). Let (N, M) be a MG system. Then
PR(N, My) = B(N, My).

If (N, My) is a live MG system, then we also have that
R(N, My) = PR(N, My).

Proposition 7.4. Let (N, M;) be an MG systen{J¥, k) be a set of GMEC, and IéiV5, M) be
the system with the addition of the corresponding monitors. THe(\V*, M) Tp= B(N, My)N
MW, k).

Proof: Follows from Proposition 7.2, part 2, and Propositon 7.3. o

According to this proposition it is possible to represent the potential reachability G8tof\1;’)
as a set of linear inequalities where the firing count vegtdoes not appear.
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Proposition 7.5 ([Murata 89]). A connected MG has a single minimal t-semiflaiv= 1.

The introduction of a set of monitors corresponding to a set of GMEC does not change this
property. The resulting net will beraono-t-semiflowet [Campos 91]. For mono-t-semiflow nets
deadlock-freeneds equivalent tdiveness The following proposition gives a sufficient condition
for liveness.

Proposition 7.6. Let (N, M) be a live MG systen(J¥, k) a set of GMEC, andN*, M) the
system with the addition of the corresponding monitéré?, M) is live if VM € B(N, Mp) N
M(W, k), M is not a dead marking.

Proof: If no dead marking exists iR R(N*°, M) then no dead marking exists R( N%, M)
and the system is deadlock-free. This in turn implies liveness, since the net is a mono-t-semiflow
net. o

Note that there may exist dead markingsBiN, My) N M(W, k) that are not reachable
under control. These markings are calléiting spurious marking$n structural jargon. Thus the
previous proposition gives a sufficient but not necessary condition for liveness. The next example
shows that, unfortunately, killing spurious markings may exists on marked graphs with monitors.

Example 7.7. Consider the system in Figure 7.7, whose reachability graph is also shown. Assume
we want to enforce the two constraint)M (p;) + M (p3) < 9, and M (p2) + 3M (ps) < 9.

The legal marking of this system under the constraints are shown in Figure 7.8. Let the initial
marking beM, = (2130)7. The dead marking/ = (3003)" is in PR(N®, My') 1p, since

M € B(N, My) N M(W, k), but since it is never reachable the system is live.

Proving reversibility for a MG with monitoréN°, M) is a harder task. Liveness and the
existence of repetitive sequence firable frafg are not sufficient conditions for reversibility, as
shown in the following example.

Example 7.8. In the system in Figure 7.7 we want to enforce the two constraig{p;) +
3M(ps) <9, and2M (p2) + 3M (p3) < 9. The legal marking of this system under the constraints
are shown in Figure 7.9. The system is live from any legal initial marking. However, from initial
marking My = (0303)7 the system is not reversible, even if there exist a repetitive sequence
firable from M.

7.3.2 Control Subnet

In this subsection we discuss a general methodology for enforcing constraints on systems with
uncontrollable transitions. To enforce a constraint we need to prevent some transition firing. Un-
fortunately, we cannot prevent the firing of an uncontrollable transitiorf’,. We may, however,
prevent the firing of a set of controllable transitions (cattedtrol transitions ot) whose firing is
required prior to the firing of.

Definition 7.5. Let N = (P, T, Pre, Post) be a net, and let; € T,, be an uncontrollable transi-
tion.

Thecontrol subnefor ¢; is the subnetV; = (P;, T;, Pre;, Post;) whereP; C P is the set of
places connected toby a path containing only uncontrollable transitiorig, = *F; N P?, and
Pre; = Pren (P; x T;), Post; = Post N (P; x T;).

The set otontrol transitiondor ¢ is the setd; = *P; \ P?. Itis obvious that4; C T..

We may extend this definition to controllable transitions as well. Given &net(P, T, Pre, Post)
and a controllable transitiof) € T,., the control subnet far; is not defined but the set of control
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Figure 7.7: A marked graph system and its reachability graph.

Figure 7.8: Legal markings for the system in Figure 7 under the set of constraints shown.
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Figure 7.9: Legal markings for the system in Figure 7 under the set of constraints shown.

transitions for; is the setd; = {¢;}, i.e., the transition itself. This will allows us, in the following,
to use the same formalism for both controllable and uncontrollable transitions.

For marked graphs systems if it possible to analytically compute the dependency between the
firing of an uncontrollable transition and the firing of its control transitions. The advantage is that
this computation may be done on the structure of net, without resorting to the construction of the
space of reachable markings.

Proposition 7.7. Let (N, M) be an MG system arnglone of its transitions. Le¥; = (P;, T;, Pre;, Post;)
be the control subnet fag, and letA; be the set of control transitions foy.

1. T; C T,,. This means thatl; N T; = 0.

2. Given a markingM € R(N, My), the maximum number of times we may firavithout
firing any transition inA; (thedeviation boundetweert; and 4;) is

DB(M, ti,Ai) = min{td(M, t,,ti) ‘ t ¢ Az},

wheretd(M,t',t;) is the token distance between transitighsnd ¢;, i.e., the minimum
token content among all possible direct paths fiténo ¢; at marking/.

Proof:

1] By contradiction, ift’ € T; NT,, then the input place df cannot be inP;, as its only output
transition is controllable, hencé¢ T;.

2] See Murata [Murata 89]. Note that the token distantB(M,t, A;) may be computed
solely from the analysis a¥; and its marking. Note also thattifis controllableD B(M, t;, A;) =
DB(M,ti,ti):O. <

We want to apply the ideas developed so far to the problem of enforcing GMEC on marked
graph systems. Given a constrajat, k), the problem is that of controlling the firing of the input
transition of all places in),, to ensure that the constraint is always verified. We will use the
following notation. Given a placg; € Q,, we will denote:

e 7 its output transition;
e {; its input transition;

e N; = (P, T;, Pre;, Post;) the control subnet fof;;
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Figure 7.10: Control subnets for the input transitions of plageg,, ps.

o A;={tl,--- tI"} the set of control transitions fa.

Example 7.9. In Figure 7.10 placegs, p2, p3 belong to the support of a GMEC. We have rep-
resented the control subnets for their input transitions, with the corresponding control transitions.
The remaining structure of the marked graph is not shown.

The deviation bound between an uncontrollable transition and its set of control transitions may
be used to define the set of legal markiogis (@, k) fora GMEC(w, k) on marked graphs, under
the hypothesis discussed in the following.

Proposition 7.8. Let (N, Mj) be an MG system andd, k) a GMEC. For each place; € Q.,, let
its input transition be;. Assume that(UpieQw P;)) N Q. = 0. Then the set of legal markings is
M (@, k) = {M e NPl | &7 - (M + Dyy) <k},

whereD,;(p;) = DB(M, t*, A" if p; € Q. elseDy(p;) = 0.

Proof. Proposition 7.7, part 1, and the assumption that no pladelongs to the subnet of
anyt;, implies that by firing only uncontrollable transitions we may reach a new mafdihguch
that M’ (p;) = M (p;) + Dar(pi). ©

The previous proposition may be used to definerttaimally permissible control polidpat
enforces the constraifts, k). Given a marked graph systefdV, M), the maximally permissible
control may be computed step by step as follows. Aet (| A;). Then from any marking
M € R(N, My):

pieQw
e For each firable € A, computeM’ > M[t)M’. If @ - (M’ + Dy;) < k thent should be
left free to fire else it should be disabled:;

e All transitions in7. \ A may be left free to fire.

7.3.3 Control Safe Places
We will consider in the following a special class of MG systems introduced in the next definition.

Definition 7.6. A placep; of an MG systemiNV, M) is said to becontrol safef given its input
transition¢; and its output transitiort?, the deviation bound between any control transitiondin
and botht; andt? is at most one for any reachable marking, i.e.,

(VM € R(N, Mo) AVt € A;)) [DB(M,t,t;) <1ADB(M,t t2) <1].
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It is possible to check for control safeness of a place, based solely on the net structure.

Proposition 7.9. Let (IV, M) be a live and bounded MG system. A plagés control safe if and
only if Vi € A; there exists a cycle that contaipsand¢ and this cycle is marked with a single
token.

Given a GMEC(w, k), we will assume that the places @, are control safe. We have
seen that if the net is safe there exists a monitor-based solution to any GMEC, even if not all
transitions are controllable. The restriction that the place§.jnbe control safe has a similar
purpose. It will permit a simplification of the problem, in the sense that will allow us to derive
other control structures, often more efficient than a set of monitors. The different solutions are
shown in Section 7.4 and Section 7.5.

The idea here is that to check whether a place @Q., may be marked by a firing sequence
of uncontrollable transitions we need to check only how many firings of transitiors rave
occurred.

Proposition 7.10. Let (N, Mj) be a MG system, angl a control safe place oN. Lett; be the
input transition ofp;, t¢ the output transition op;, and A; the set of control transitions af, with
n; :|Az‘ ThenvM € R(N, MU):

1. (Vt € Aj)[td(M,t,t9) < 1];

2. M(p;) + Dar(ps) < 1,

3. M(pi) + Dy(pi) = 1 <= (Vt € A;)[td(M, t,t9) = 1].

Proof: Follows from the definition of control safe place. o

We discuss a particular case that may arise for a given consti@ihy. Assume thap;, € Q.
is in the control subnet of plage, € Q,,. Thenp;, andp;, are in structural mutual exclusion,
i.e., by the hypothesis that their are control safe, they will never be marked simultaneously. Hence
M(w, k) = M(W1, k) N M(wWa, k), where:w;(p) = 0if p = p;, elsew;(p) = @(p), i.e., the
constraint(«w, k) is equivalent to the set of constraint®’, k - 1) = {(w}, k), (W, k)}. Proof:
Trivially M(w, k) € M(w, k) N M(ws, k). To prove the reverse inclusion, assuke €
MWy, k) N M(wWa, k). Then:if M(pj,) > 0then M(p;,) =0, andM € M(w, k) = M €
M(w, k) elseM € M(Wa, k) = M € M(W,k). o

In the next section we will assume, without loss of generality, that no placé),,, p belongs
to the control subnet of another plagen Q..

7.4 Fully Compiled Models

In this section we present two different ways of enforcing a GMEC on MG systems with control
safe places. Both solutions are fully compiled, i.e., the corresponding control structure is a net
system as well.

7.4.1 Model 1: Monitor-based Controller

Definition 7.7. Let (N, My) be a MG system an@is, k) be an unweighted mutual exclusion
constraint, i.e..7 < 1, defined on it. We assume thiak, € M (W, k). LetQy = {p1,...,0r}
be a set of control safe places &f and assume that =|Q,, |= k + 1. Givenp; € Q, let
A; = {t}, ..., t;"} be the set of control transitions foy and¢¢ be the output transition of;. The
monitorthat enforces this constraint consists of a pl&te be added to the original net with arcs
as follows:



CHAPTER 7. GENERALIZED MUTUAL EXCLUSION CONSTRAINTS 77

Figure 7.11: Example of monitor.

o Pre(S,t)=1ift € A; elsePre(S,t) =0;

e Post(S,t) =n; if t =t elsePost(S,t) = 0.

The initial marking will assigrs — 1 tokens to placé& where
s=|{t|te A; Ntd(My,t,t?) =0} |

i.e., s counts the number of control transitions that must fire prior to the marking of all places in

Qu-

The previous definition assume that no transition will be selflooped with the monitor place.
E.g., a transitiort will be selflooped if3i, 5 > ¢t = tf At € A;. In this case we need to eliminate
the arcs in selfloop from the pre-incidence and post-incidence matrices.

Example 7.10.In Figure 7.11 we want to enforce the constraint
M(p1) + M(p2) + M(p3) <2

over the net in Figure 7.10. We have added a plgte the original system with the arcs shown
in dotted lines.

It is easy to see that a monitor constructed as in Definition 7.7 enforces the maximally permis-
sible policy that ensures that the constrdi@t k) will be satisfied. In fact the monitor prevents
only transition firings that lead to all markingg such that

(Vi=1,...,r)(Vt € A)[td(M,t,0) = 1],

which by Proposition 7.10 are the only illegal markings for unweighted constraints of this kind.

A set of constraint$V, E) of this form may be enforced by adding several monitors.

Assume now(w, k), with @ < 1, is such thatQ,,|> k + 1. The previous construction may
not be used. However the original constraint may be rewritten as a set of constraints according to
the following proposition.
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Proposition 7.11. Let (&, k) be a mutual exclusion constraint, with < 1, and|Q,,|> k + 1.
Then,
M@, k)= [ M@, k),
lﬁlelk+1

wherely 1 = {w € {0, 1} | & <0, |Qu|=k + 1}.

Proof: (Q) is trivial. Let us prove D). Any markingM € ﬂw,GIkH MW, k) marks at most
k places inQ.,, otherwise there exist8” € ;11 > Qv C {p| M(p) > 0} andM ¢ M (", k).
Letw” € I,,1, be a weight vector whose support contains all the places markeéd.b@learly
M € MW" k) = M € M(, k). o

The previous proposition shows that the unweighted consttairk), with @ < T and|Q.,|>
k + 1, is equivalent to the set of constrair{d’, k - 1) = {(«', k) | @ € I;41}, hence may be

enforced by a set of monitors. However the problem is that theré a%%“‘l > different subsets

of @, of cardinalityk + 1. Thus in the worst case the number of monitors is exponential with
respect to the cardinality @, .

The monitor based construction may also be used, when the weight of the places is not unitary,
explicitly rewriting the set of unweighted constraints equivalent to the single weighted constraint.
We have proved in Theorem 7.1 that this is always possible for the class of nets considered here.

7.4.2 Model 2: Compiled Supervisor

In this section we consider a net supervisor, capable of enforcing a set of GMEC. We assume that
the supervisor observes the execution of the unconstrained system and at any given instant provides
a control pattern, i.e., specifies which controllable transitions are allowed to fire. The control
pattern is implicit in the transition structure of the supervisor, in the sense that a controllable
transition that belongs to the supervisor structure is enabled by the control pattern if and only if it

is enabled by the marking of the supervisor net.

Definition 7.8. Let (N, M) be a MG system an@v, k) be a GMEC. We assume thaf, <
M. (W, k). LetQ, = {p1,...,pr} be a set of control safe places. Givene Q,, let 4; =
{t},...,t'"} be the set of control transitions fdf and t? be the output transition of;,. The
compiled supervisathat enforces this constraint i = (Ps, Ts, Preg, Postg) with:

/1 /117 -

L4 PS = {p()ap/lval/?pl 7p/27 e 7p;ﬂ:p;{7pr ’
o Tg=AUATUA,. ..UALUAMU{LS,... 12} whereA, and A} are sets of transitions
synchronized withd;;

e Preg andPostg are such that:

— Preg(po,t) = w(p;) if t € A elsePres(po,t) = 0;
— Postg(po,t) = w(p;) if t =2 elsePosts(po,t) = 0;
— Preg(pl,t) =1if t € Al elsePreg(p},t) = 0;
— Posts(p},t) =n; — 1if t = t¢ elsePosts(p},t)
— Preg(p},t) =n; — 1if t € A elsePreg(p/,t)
— Postg(pll,t) =1if t € A, elsePostgs(p!,t) = 0;
— Preg(p’,t) =1if t = t? elsePreg(p’,t) = 0;

— Posts(p)’,t) = 1if t € A} elsePostg(p]’,t) = 0.

0
O.
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Figure 7.12: Example of compiled supervisor.

The initial marking ofS is Mgf suchthatvi=1,...,r,

if [Mo(pi) + DMo (Pz) = 1]
then [Mg(p}) = Mg (p]) = 0 A Mg (p)') = 1]
else (M () = (te A | td(Mo,t,19) = 0} | -1
/\Mo( ) =mni —1— M§(p})
/\MO (p") = 0],

and Mg (po) = k — 37—y w(pi) M (pf")-

Example 7.11.In Figure 7.12 we show the supervisor that may be used to enforce the constraint
w(p1)M (p1) + w(p2) M (p2) + w(ps) M (ps) < k over the net shown in Figure 7.10.

In the example in Figure 7.12 we have represented the set of parallel transifians A} as
a single transition. Whenever the system executes a transigiof;, the corresponding transition
in A or A7 will fire. Note that the behavior is deterministic, since if a transitiorjris enabled,
the corresponding transition iA/ is not, and conversely. For the computation of the control
pattern, a transition irl; is enabled by the control pattern if the corresponding transitiot{ ior
in A is enabled.

In the previous definition we have assumed that:

o (Vi =1,...,7) n; > 1. If n;, = 1 we may remove the places andp and the set of
transitionsA;.

o (Vi#j)A;NA;=0.Ifthisis not the case, we need to slightly change the structure of the
supervisor by merging the transitions 4f and A}’ in common withA’, and A

We want to show that the supervisor constructed according to Definition 7.8 enforces the
required maximally permissible policy. We note first that given a marRihgf the system and a
corresponding marking/° of the supervisor we have théti = 1,...,7)[M(p;) + D (p;) =
M3 (p!")]. Since the placey is enforcing the constraidt|_, w(p;)M®(p!) < k we have, by
Proposition 7.8, that the supervisor enforces the required policy.

In the case of a set of constraid’, k) = { (w1, k1), ..., (Wm, kn)} We need to construct a
supervisor for each single constrafat;, k;). Should a controllable transition belong to more that
one supervisor, say;, andsS,,, it will be enabled by the control pattern if and only if it is enabled
on bothsS;, ands,,.
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7.5 Partially Compiled Models

The net structure of the supervisor may be further simplified. For instance we may avoid repeating
the set of transitionsl;. However we need to add additional control structure by introducing
transitions with an associated interpretation. This partially destroys the possibility of analyzing
the net with traditional PN techniques. The advantage, however, is that the “partially interpreted”
supervisors that we discuss here may be easily modified to enforce constraints on any kind of MG
system. We will not discuss these modifications.

7.5.1 Model 3: Non-Deterministic Partially Compiled Supervisor

Definition 7.9. Let (N, My) be a MG system anfii, k) be a GMEC. We assume thaf, <
M. (W, k). LetQ, = {p1,...,pr} be a set of control safe places. Givene Q,, let 4; =
{t},... "} be the set of control transitions fér and¢¢ be the output transition gf;. Thenon-
deterministic partially compiled supervistiat enforces this constraint & = (Ps, T's, Preg, Postg)
with:

7 /11

L4 PS = {p05p17p17p1 ap27"° 7pr7pr7pr )

e Ts=A1UAU...UA U{t},...,t2} U{m,me,...,m } Where eachr; is a transition to
which a predicate is associated,;

e Preg andPostg are such that:

— Preg(po,t) = w(p;) if t = m; elsePreg(po,t) = 0;
— Postg(po,t) = w(p;) if t =t elsePosts(po,t) = 0;
— Preg(p,t) = 1if t = m; elsePreg(p,t) = 0;

— Postg(pl,t) = 1if t = t? elsePosts(p}, t) = 0;

— Preg(p},t) =1if t € A; elsePreg(p/,t) = 0;

— Posts(p!, )—nl—lift:tf
else[Posts(p/,t) = 1if t = m; elsePostg(p,t) = 0];

(P}
— Preg(p)’,t) =n; if t = t¢ elsePreg(pl’, t) = 0;
— Postg(pl’,t) = 1if t € A, elsePostg(pl’,t) = 0;

The initial marking ofS is M0 suchthatyi=1,...,r,

£ [Mo(p) + Dagy(po) = 1]
then [M§(p) = Mg () = 0 A M (") = n]
clse  [M(p)) =1
AME (o) =] {t € A | (Mo, . 12) = 0} | -1
/)

(p
/\M(Sg(PiN) =Ny — MS(PZ) Mo (pi)],

and Mg (po) = k — Y2, yw(pi), whereJ = {i | M§ (p;) = 0}.
The predicate associated to the transitionsare used to implement the control policy. The
firing of transitions; will allow place p; to be marked.

Example 7.12.In Figure 7.13 we show the supervisor that may be used to enforce the constraint
w(p1)M (p1) + w(p2) M (p2) + w(ps) M (ps) < k over the net shown in Figure 7.10.
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Figure 7.13: Example of non-deterministic partially compiled supervisor.

The supervisor constructed according to Definition 7.9 will permit the system to reach only
legal markings. In fact, given a markidg of the system and a corresponding markidg of the
supervisor we have thati = 1,...,7)[M(p;) + Du(p;) = 1 <= M°(p!") = n;]. Since the

placepy is enforcing the constraint,. ; w(p;) < k, with J = {i | M5 (p) + M5(p}") = n;},

(2

we have, by Proposition 7.8, that the supervisor will allow only legal markings to be reached.
This control policy is also maximally permissible, as shown in [Krogh 91], if two or more control
transitions may fire simultaneously.

The supervisor has been calledn-deterministidoecause we decide a priori which place in
Q. Will be allowed to be marked.

7.5.2 Model 4: Deterministic Partially Compiled Supervisor

Definition 7.10. Let (N, Mj) be a MG system an@i, k) be a GMEC. We assume thaf, <
M (W, k). LetQ, = {p1,...,pr} be a set of control safe places. Givene Q, let 4; =
{t},...,t!} be the set of control transitions fey andt? be the output transition qf;. Thedeter-
ministic partially compiled supervisohat enforces this constraint s = (Pg, Ts, Preg, Postg)
with:

o Ps={po,p1,p1, PPy 1

o Tg = A1 UAU...UA U{tS,...,.t2 U{nry, 7], 7, ..., 7., 7'} wherer) and 7/ are

transitions to which a predicate is associated;
e Preg and Postg are such that:

— Pres(po,t) = 1if t = «} elsePreg(po,t) = 0;
— Postg(po,t) = 1if [t =t2 or t = 7}/] elsePosts(po,t) = 0;
— Preg(pi,t) = 1if t € A; elsePres(pl,t) = 0;

— Posts(p},t) =n; — 1if t =12
else[Posts(p},t) = 1if t =« elsePosts(p},t) = 0];

— Pres(p},t) = n; if t = t¢ elsePregs(p/,t) = 0;
— Posts(p},t) =1if t € A, elsePosts(p!,t) = 0;
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Figure 7.14: Example of deterministic partially compiled supervisor.

The initial marking ofS is M@g suchthatyvi=1,...,r,

if [Mo(pi) + Dty (pi) = 1]

then [Mg (p}) = 0 A M§ (p}) = ni]

else M@g(p;) =|{t € A; | td(Mp,t,t?) =0} | —1
AME (pY)) = ni — Mg (p})],

and Mg (po) = r— | {i | Mg (p]) = ni} |.
The predicate associated to the transitiorjsandr/ are used to implement the control policy.
LetJ = {i | M(p}) =n;} andletv = >, w(p;). Then:

e 7. = TRUEIf [M(p,) + M(p]) = n; — 1] A [v + w(p;) < k] elserr, = FALSE;
e 71/ = TRUEIf [M(p,) + M (p]) = ni] A [v+w(p;) > k] elser = FALSE.

Example 7.13.In Figure 7.14 we show the supervisor that may be used to enforce the constraint
w(p1)M(p1) + w(p2) M (p2) + w(ps)M(p3) < k over the net shown in Figure 7.10. Note that
the structure of the supervisor does not depend on the weight we@nod on the integek, that

affect only the value of the predicate$ andry'.

It is difficult to show that this supervisor is actually implementing the maximally permissible
control policy because of the predicates associated to the transifiansiz,. Note however that
given a markingM of the system and a corresponding markiig’ of the supervisor, we have
that(Vi = 1,...,7)[M(p;) + Du(pi) = 1 <= M5(p!) = n;]. The transitionsr! will remove
the token necessary to reash® (p!) = n; whenever the marking of plagg would violate the
constraint.

7.6 Comparison of the Models

The monitor-based controlleis an extension to systems with uncontrollable transitions of the
controller studied in Section 7.2 for nets with only controllable transitions. Thus all the structural
properties of monitors may be used to analyze the system under control. The drawback is that it
may require an exceedingly large number of monitors. However, in those cases in which it may
be used efficiently, it is the simpler and most straightforward solution.
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Thecompiled supervisdnas the advantage of always requiring a compact structure that grows
linearly with the number of places in the support of the weight vector. However, since it requires
all control transitions to be represented twice, it leads to a closed-loop model which is difficult to
analyze.

The non-deterministic partially compiled supervisonplements a policy slightly different
from all other models. This policy is the same derived by Holloway and Krogh [Holloway 92a].
However our model does not require on-line computation, since the structure of the supervisor
ensures that only legal markings may be reached. The predicates associated to the transitions may
be used to implement different run-time policies, as suggested in [Krogh 91].

The deterministic partially compiled supervisdras the simpler structure but its behavior
strongly depends on the predicates associated to the transitions. Thus it is at the same time the
simpler model to implement and the most difficult to analyze.

7.7 Conclusions

We have presented and studied a class of specifications, called generalized mutual exclusion con-
straints. These specifications on a net system where all transitions are controllable may be easily
enforced by a set of places called monitors. Unfortunately, we have shown that this technique is
not always applicable when some of the transitions of the net are uncontrollable.

For some classes of nets, we have proved that GMEC may always be enforced by monitors,
even in the presence of uncontrollable transitions. For one of these particular classes, marked
graphs with control safe places, we compared a monitor-based solution of mutual exclusion prob-
lems with several supervisory based solutions.



Chapter 8

CONCLUSIONS AND FUTURE
RESEARCH

8.1 Original Contributions

The thesis has discussed the use of Petri nets as discrete event models for Supervisory Control. The
approach we have followed is different from previous Petri net based approaches [Holloway 90,
Ushio 89]. In fact, we use Petri net models to represent not only the system under control but the
supervisor as well.

The original contributions consist of four major parts.

1. Petri net languages for Supervisory Control.
2. Design of supervisors.
3. Validation of Petri net supervisors.

4. Efficient construction of control structure.

8.1.1 Petri Net Languages for Supervisory Control

We have explored the closure properties of Petri net languages under the operators used in Super-
visory Control: prefix closure, and supremal controllable sublanguage. Our results show that Petri
net languages are not closed under these operators.

It was known from previous work [Wonham 87] that regular languages are closed under these
operators. Thus, we face a trade-off. If we restrict ourselves to the use of bounded or conservative
PN models, which have a finite reachability set and generate regular languages, we are sure to
have a Petri net supervisor for any given control problem. If we want to use of the full language
power of Petri nets models, we may consider unbounded Petri net models, but now not all control
problems may be solved by a Petri net supervisor.

We have also defined a new class of Petri net languages, called DP-closed languages and
denotedC pp. The languages in this class are those L-type Petri net languages (terminal Petri net
languages) whose prefix language is a P-type Petri net language (prefix Petri net language). Unlike
all other known classes of Petri net languages, the dassis not closed under intersection.

As a final result, we have given necessary and sufficient conditions for the existence of Petri
net supervisors when the system’s behavior and the legal behavior are deterministic Petri net lan-
guages.

The closed behavidt(G) of systemG may be restricted to a legal behavioiC L(G) if and
only if L is: a) a prefix Petri net language; b) deterministic; c) controllable. The marked behavior

84
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L,,(G) of systemG may be restricted to a legal behavibrC L,,(G) if and only if L is: a) a
DP-closed Petri net language; b), (G)-closed; c) controllable.

8.1.2 Supervisory Design

Based on the monolithic supervisory design, as formulated in [Wonham 88a], we have presented
a design based on the concurrent composition operator. This design is well suited for Petri nets
models.

The design requires two steps. In the first step, a coarse structure for a supervisor is synthe-
sized by means of concurrent composition of different modules, representing the system and the
specifications we want to enforce on the system’s behavior.

This composition may be easily performed, using Petri net models, by merging transitions
labeled by the same symbols. Since the composition is performed on the structure of the net, the
same finite procedure may be used to compose nets with finite or infinite reachability sets. The
final Petri net model represents a closed loop model of the controlled system in which it is still
possible to identify the composed modules.

The generator constructed in the first step of the algorithm will be a proper supervisor if it
is nonblocking and if the language it generates is controllable. These properties may be easily
expressed in term of net properties, as we have seen.

In the second step, the generator constructed in the first step of the algorithm is refined to
obtain a nonblocking and controllable generator. In particular, we have discussed how to refine
a coarse structure for a supervisor, by introducing new arcs and possibly duplicating transitions,
to avoid reaching undesirable markings.. This procedure may always be applied when the net is
conservative. In this refinement, the modular structure of the net is preserved, but in some cases it
may be necessary to introduce a large number of transitions.

We have also compared Petri nets and state machines models, showing the advantages of using
Petri nets for the design of supervisors.

8.1.3 \Validation of Petri Net Supervisors

A well known Petri net analysis technique is based on the incidence matrix analysis. We have stud-
ied how this technique may be used to validate supervisors obtained by concurrent compaosition of
several modules.

We have defined a class of P/T net, called Elementary Composed State Machine (ECSM) nets,
showing how to derive a set of linear inequalities that exactly define the set of reachable markings.
ECSM nets are nets obtained by concurrent composition of state machine modules. We restrict the
type of compositions considered, in order to guarantee some important properties. The two basic
compositions are: a) compositions of nets along a simple path; b) compositions of nets along a
set of simple paths that are looped in one of the nets. The class of Elementary Composed State
Machines can model both choice and concurrent behavior.

We have also discussed the difference of our approach with respect to other classical methods
based on incidence matrix analysis. We use a set of linear inequalities to define the reachability set;
these inequalities are obtained by the computation of the basic traps of the state machine modules
that compose an ECSM, and by the firing bounds of the composed transitions.

Important properties of the net, such as the absence of blocking states or controllability, may
be studied by Integer Programming techniques. We have shown how this approach may be used
to validate ECSM supervisors.
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8.1.4 Efficient Construction of Control Structure

We have presented and studied a class of specifications for Petri net models, called generalized
mutual exclusion constraints (GMEC), that may be used to express the concurrent use of a finite
number of resources, shared among different processes.

A GMEC limits a weighted sum of tokens contained in a subset of places; all markings that
do not satisfy the constraint are called forbidden. GMEC are a mild generalization of mutual
exclusion constraints considered by other authors [Krogh 91, Zhou 91], due to the fact that the
weights we consider are defined M, rather than in{0, 1}. We have presented a methodology,
based on linear algebraic techniques, to compare and simplify GMEC. An equivalence notion
among GMEC has been introduced and studied from the point of view of structural net theory.

A single GMEC may be easily implemented bynanitor, i.e., a place whose initial marking
represents the available units of a resource and whose outgoing and incoming transitions represent,
respectively, the acquisition and release of units of the resource.

In the framework of Supervisory Control, the complexity of enforcing a GMEC is enhanced by
the presence aincontrollabletransitions, i.e., transitions that may be observed but not prevented
from firing by a control agent. To enforce a given GMEC, it is necessary to prevent the system
from reaching a superset of the forbidden markings, containing all those markings from which a
forbidden one may be reached by firing a sequence of uncontrollable transitions. Unfortunately,
in this case we have proven that the set of legal markings cahnaysbe represented by a linear
domain in the marking space, thus there exist problems which do not have a “monitor-based”
solution.

In this context, we have discussed GMEC for systems represented as marked graphs with con-
trol safe places. The goal is that of constructing a supervisor capable of enforcing the constraints.
A solution to this problem has been given by Holloway and Krogh [Krogh 91]. In their approach,
which may be defined dally interpreted the control policy is efficiently computed by an on-line
controller as a feedback function of the marking of the system. We have studied, instead, how
a net structure for the supervisor may be constructed. We have discussed and compared several
solutions. Some of these models &y compiled i.e., the corresponding supervisor is repre-
sented by a P/T net, others guartially compiled i.e., the corresponding supervisor is given as an
interpreted net in which the firing of some transitions depends not only on the marking of the net
but on the value of some boolean expressions as well.

The advantages of fully compiling the supervisor action in a net structure are:

e The computation of the control action is faster, since it does not require separate on-line
computation.

e The same Petri net system execution algorithms may be used for both the original system
and the supervisor.

e A closed-loop model of the system under control may be built with standard net composition
constructions and analyzed for properties of interest. Moreover, structure theory of Petri
nets may be used to prove, without an exhaustive state space search, that the system under
control enjoys the properties.

On the other hand, partially compiled models are more flexible in the sense that some inter-
pretations may be used to implement complex control policies, whose corresponding net structure
may be exceedingly large.
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8.2 Future Research

It may be possible to extend this research in several parts. We give a list of the problems that may
be addressed in the future.

8.2.1 Petri Net Languages for Supervisory Control

Find a characterization of the clags,p in terms of some pumping lemma, or other particular
properties of these languages.

Characterize the class of nonregular Petri net languages that are closed under the supremal
controllable sublanguage operator.

8.2.2 Supervisory Design

Determine a refinement procedure based on the coverability tree of a Petri net, rather than on its
reachability tree. Since the coverability tree is always finite, this may permit the refinement of nets
with infinite reachability set in all those cases in which the refined model may be given as a Petri
net.

8.2.3 Validation of Petri Net Supervisors

Extend the method used to study the reachability set of ECSM to a larger class of nets. In particu-
lar, the method may be extended to other types of compaositions, following the approach presented
by [Koh 92] where the composition of partially overlapping paths is considered. Additionally, it
may be interesting to consider the composition Macroplace/Macrotransition nets [Jungnitz 92],
which are a superset of state machines.

8.2.4 Efficient Construction of Control Structure

Derive the supervisory structure for enforcing GMEC on classes of nets more general than control
safe place marked graphs. Here the use of interpreted nets should prove a key factor in deriving a
simple supervisory structure.

Consider classes of specification different from GMEC, sgguencing specificatioftdolloway 92b],
and derive the corresponding supervisor using a structural based approach.
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Appendix A

PETRI NET LANGUAGES

A.1 Petri Net Generators
A labeled Petri nefor Petri net generatoris a 4-tupleG = (N, ¢, My, F') where [Jantzen 87,
Peterson 81]:

e N = (P, T, Pre, Post) is a Petri net structure;

e /: T — X U{M\} is alabeling functionthat assigns to each transition a label from the
alphabet of event® or assigns the empty string as a label;

e Mj is an initial marking;
e F'is afinite set of final markings.

We will use Petri net generators to represeistrete event system$hus we will use the word
systento refer to a Petri net generator.
Three different type ofabeling functionsare usually considered.

e In afree-labeledPN all transitions are labeled distinctly and none is labalgce., (V¢, ¢’ €
T)[t#t = L(t) # L") and(Vt € T') [£(t) # Al.

e In a\-free labeledPN no transition is labeled.

e In aarbitrary labeledPN no restriction is posed ahn

The labeling function may be extended to a function 7% — >* defining: ¢(A\) = X and
(Vt € T,No € T*) [£(at) = £(0)l(t)].
Four languages are associated wWithdepending on the different notions of terminal strings.

e The L-typeor terminal languageé is defined as the set of strings generated by firing se-
guences that reach a final marking, i.e.,

L(G) = {t(0) | Mo [0) My € F}.
e TheG-typeor covering languager weak languagés defined as the set of strings generated
by firing sequences that reach a markivigcovering a final marking, i.e.,
La(G) ={l(o) | My [o) M > My € F}.

The D-type or deadlock languagés defined as the set of strings generated by firing se-
guences that reach a marking at which no transition is enabled, i.e.,

Lp(G) = {€(0) | My [0) M A (¥t € T)=M [t)}.

1This language is called marked behavior in the framework of Supervisory Control and is d&ngt€s).
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_I -0

P

Figure A.1: Free-labeled syste@ in Example A.1.

e The P-typeor prefix languagé is defined as the set of strings generated by any firing se-
guence, i.e.,
Lp(G) ={L(o) | Mo [0) }.

Example A.1. The systemG in Figure A.1 is free-labeled. The initial marking, also shown in
the figure, isMy = (1000)”. The set of final markings i& = {(0010)”}. The languages of this
system are:

L (G)={a"cd™ | m >0},

La(G) ={a"ch" |m>n>0}
Lp(G)={a"cbt"d | m>n >0}
Lp(G)={ad"™|m>0}u{a™ecd" | m>n>0}U{a™cb"d| m>n>0}.

A.2 Classes of Petri Net Languages

The classes of Petri net languages are denoted as follows.

o L7 (resp.Gf, D, PT) denotes the class of terminal (resp. covering, deadlock, prefix) lan-
guages generated by free-labeled PN generators.

e L (resp.G, D, P) denotes the class of terminal (resp. covering, deadlock, prefix) languages
generated by-free labeled PN generators.

o £ (resp.G*, D*, P*) denotes the class of terminal (resp. covering, deadlock, prefix) lan-
guages generated by arbitrary labeled PN generators.

The following table shows the relationship among these classes.-Heepresents set inclu-
sionD.

Some of these relations are easily proved. As an exampleR-dypelanguage of a generator
G may also be obtained asatypelanguage defining as a set of final markings= {6}.

2This language is called closed behavior in the framework of Supervisory Control and is déiGted
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£ - £ - L
11 11

DY - D — DI
l l

¢ - ¢ - g
l l l
PA - P - P

Table A.1: Known relations among classes of Petri net languages. Ar-agpresents the set
inclusion.

Figure A.2: Nondeterministic syste@’ in Example A.2.

A.3 Deterministic Languages

A PN generatolG is deterministidf the labeling functiory and the behavior o6& are such that
Vi, t' € T,witht # t'andVM € R(N, My), M [t)ANM [t') = [€(t) # L(t'), L(t) # N, L(t) #
Al

This means that the knowledge of the string generated by the system from the initial marking
is sufficient to determine the actual marking of the system.

We can then define twelve new classes of PN languages. For each of the previously defined
classes we will denote with the subscujthe corresponding deterministic subclass. TAysvill
denote the subclass gfgenerated byeterministicPetri nets, etc.

The relations among the subclasses of deterministic languages are different from those re-
ported in Table A.1 for the general classes. Table A.1 showsRhat £. However, the next
example shows th&; ¢ L,.

Example A.2. Consider again the deterministic systehin Figure A.1 with set of final markings

F = {(0001)T}. HereLp(G) = {a™ | m > 0} U {a™cb™ | m > n > 0} U {a™cb"d | m >

n > 0} is a deterministic® — type PN language. We want to construct a new sys@frsuch
that L, (G') = Lp(G). A possible solution is the system in Figure A.2 with set of final states
F = {(1000)7, (0010)7, (0001)7}. HoweverG’ is nondeterministic, since the two transitions
labeleda are both enabled at the initial marking. It is intuitively clear that no deterministic Petri
net may generaté »(G) as a terminal language K is finite.

In the framework of Supervisory Control, we will consider the- type and P — type lan-
guage generated by deterministic systems. A new subcladsaaileddeterministic P-closeds
discussed in Chapter 4. This class, dendofeg>, will play a major role in deriving necessary
and sufficient conditions for the existence of supervisors represented as deterministic Petri net
generators.
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Figure A.3: Relations among the claSsind other classes of formal languages.

A.4 Closure Properties and Relations with Other Classes

Parigot and Peltz have defined PN languages as regular languages with the additional capability of
determining if a string of parenthesis is well formed. If we consider the dassPN languages,
it is possible to prove thaf is a strict superset of regular languages and a strict subset of context-
sensitive languages. In the diagram in Figure A.3, thefsstdenoted “L PN languages”.

It is possible to prove thaf and the class of context-free languages are not commensurable.
An example of a language ifi that is not context-freel = {a™b™c™ | m > 0}. An example of
a language that is context-free but is nofinL = {ww® | w € £*}3if [T > 1.

The classC is closed under: concatenation, union, intersection, concurrent composition. The
classC is not closed under: Kleene star, prefix clodure

A.5 Concurrent Composition and System Structure

In this section we will review the counterpart of language operators on the structure of a PN
generator. We will consider only the concurrent composition operator, since other operators of
interest, such as the intersection and shuffle operators may be considered as a special case of
concurrent composition.

Let G; = (N1, 01, My, F1) and Ge = (Na, l2, My 2, F>) be two PN generators. Their
concurrent compositigndenoted alsdc = G; || Gg, is the systenG = (N, /¢, My, F') that
generated ,(G) = L.(G1) | LL(G2) andLp(G) = Lp(Gy) || Lp(Ga).

The structure ofG may be determined as follows. L&}, T; andX; (i = 1,2) be the place
set, transition set, and the alphabethf

e The place seP of N is the union of the place sets 8f; andNo, i.e.,P = P, U P;.
e The transition sef’ of N and the corresponding labels are computed as follows.

— Leta € 31\ X2 (a € X9 \ X1) be the label of a transitiohe T) (¢ € T3). Thena
labels a transition ifl” with the same input and output bagtof

— Leta € 31 N Xy be labelingm, transitions inT; andms transitions inT,. Then
my X me transitions inT" will be labeleda. The input (output) bag of each of these
transitions is the sum of the input (output) bags of one transitidh;iand of one
transition in75.

o My = [Mg, M,]".

3The stringw™ is the reversal of string.
“As proved in Section 4.2.
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Figure A.4: Two systemé&, G2 and their concurrent compositida in Example A.3.

e Fisthe cartesian product & andF, i.e., F = {[M{ MI|T | My € Fy, M € Fy}.

Note that while the set of places grows linearly, the set of transitions and of final markings may
grow faster. The composition of more than two systems may computed by repeated application of
the procedure for composing two systems.

Example A.3. Let G; = (Ny,41, Mo, F1) andGg = (Ng, lo, My 2, F») be two systems in
Figure A.4. Herel; = {(10)7} and i, = {(10)%, (01)T}. Their concurrent compositio& =
G || G, is also shown in Figure A.4. The initial marking 6f is My = (1010)7 and its set of
final markings isF” = {(1010)7", (1001)}.

We will use the following structural notation for composed systems.

Let Gy = (N1, 0, Mo, Fi) andGe = (Ng, l, My 2, F>) be two PN generators ar@ =
G1 | G2 = (N, ¢, My, F) their concurrent composition. Lé&{ = (P, T, Pre, Post) andN; =
(P;, T;, Pre;, Post;), (i = 1,2). We define:

e Theprojection of P on netN;, (i = 1,2), asP 1,= P,.

e Theprojection ofT" on netN;, (i = 1,2),asT 1,={t € T | (*tUt*) N P 1;# 0}. Note
thatT 1; may be different fronil;, since additional transitions may have been introduced
by composing systems in which the same symbol is labeling more than one transition.

e The projection of Pre on netN;, (i = 1,2), denotedPre 7;, as the restriction ofre to
P Tz xT Tz

e Theprojection of Post on netN;, (i = 1,2), denotedPost 1;, as the restriction aPost to
P 1i xT 1i.

Also let M be a markingg be a firing count vector, ang a firing sequence defined on ngt
Theprojection ofM on N;, (i = 1, 2), denotedV! 1, is the vector obtained from/ by removing
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all the components associated to places not prese¥it iftheprojection ofs over N;, (i = 1,2),
denoteds 1;, is the vector obtained by removing all the components associated to transitions not
present inV;. Theprojection ofs on V;, (i = 1,2), denotedr 1, is the firing sequence obtained
by o removing all the transitions not presentiif.



Appendix B

AN INTRODUCTION TO
SUPERVISORY CONTROL

B.1 Discrete Event Systems and Properties

In the supervisory control theory developed by Ramadge, Wonham, et al., a DES is simply a
generator of a formal language, defined on an alph&abethe two languages associated with a
DESG are:

e The closed behavio.(G) C ¥*, a prefix-closed language that represents the possible
evolutions of the system.

e Themarked behaviol,,(G) C L(G), that represents the evolutions corresponding to the
completion of certain tasks.

Although Ramadge and Wonham have used in their seminal papers a state machine based rep-
resentation for DES, the theory they built is very general. Any other formalism that can represent
the closed and marked behavior of a system may be used in this framework. In the examples pre-
sented in this section we will use state machine models to be consistent with the original notation.
When relevant, however, we will mention Petri nets.

Example B.1. The state machine in Figure B.1 represents a discrete event s¢stdihe initial
state is denoted by an arrow, the final states (just one in this example) are denoted by a double
circle. The languages associateGare:

L (G) = {abc" | n > 0} = abc™;

L(G) ={\}U{a} U{abc™ | n > 0} = abc* = L,(G),
where the overline bar represent the prefix closure operator.

We have discussed in Appendix A how the closed and marked behavior may be associated
with a Petri net.

Ly
Figure B.1: A discrete event system modeled by a finite state machine.
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G &2

Figure B.2: A blocking discrete event system and its trimmed structure in Example B.1.

A DES is said to benonblockingif any stringw € L(G) can be completed into a string
wz € Ly, (G), i.e., into a string that belongs to the marked language. More formally, a®ES
nonblocking ifL,,,(G) = L(G).
This property may be restated for state machines as follows. Let us defieschablea state
that may be reached from the initial state, andcaachablea state from which it is possible
to reach a final state. Then a state machine is nonblocking if and only if all reachable states are

coreachable.

Example B.2. In Figure B.2 we have a blocking syste@,. The strings ¢b” and “aca” cannot
be completed into a string that belongs to the marked language. Equivalently, fromisiateot
possible to reach a final marking.

Note that the DES may eimmedremoving the state and the transitions entering it. In this
case we obtain the new DES, with

Lm(GQ) = Lm(Gl)v

L(GQ) = Lm(GQ) = Lm(Gl) C L(Gl).

Similarly, a Petri net is nonblocking if from any reachable marking it is possible to reach a fi-
nal marking. Note that this property is significantly different frdeadlock-freenesandliveness
Deadlock-freeness means that the reachability set does not contain a dead marking, i.e., a marking
that enables no transition. However a honblocking system may have a dead marking (if it is a final
marking). Liveness implies that from any reachable marking there exists a firing sequence con-
taining all transitions. The following example shows nets with different combinations of liveness
and nonblocking properties (deadlock-freeness is implied by liveness, so we will not discuss it).

Example B.3. In Figure B.3 are shown: a) a live and nonblocking system; b) a non-live and
nonblocking system; c) a live and blocking system; d) a nonlive and blocking system. The set of
final markingsF' is also given in the figure for each net.

B.2 Controllable Events and Supervisor

The events labels il are partitioned into two disjoint subsets: the Sgtof controllable events
(that can be disabled if desired), and theXsgtof uncontrollable event&hat cannot be disabled
by an external agent).

It often required to restrict the behavior of a system within the limits specification lan-
guage We may only enable and disable the controllable events to achieve this behavior. The agent
who specifies which events are to be enabled and disabled is caligubavisor

Let us define &ontrol inputas a subsej C X satisfyingX,, C ~ (i.e., all the uncontrollable
events are present in the control input)a I€ ~, the event: is enabled byy (permitted to occur),
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Figure B.3: Combinations of nonblocking and liveness properties for Petri nets with set of final
markingsF' in Example B.2.
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Figure B.4: A closed loop controlled discrete event system.

otherwisea is disabled byy (prohibited from occurring); the uncontrollable events are always
enabled. Lef” C 2* denote the set of all the possible control inputs.

A supervisor controls a DES by switching the control input through a sequence of elements
v1,72, ... € T, in response to the observed string of previously generated events.

A closed loop block diagram showing a system under supervision is shown in Figure B.4. A
point that should be stressed is the fact that the supervisor is implemetaug deedbackrather
than astate feedbackThat is, the control input is not a function of the present state of the system,
but of the string of events generated. If the system is deterministic, as generally assumed, it is
possible to reconstruct its state from the string of events generated. Thus trace feedback is more
general than state feedback.

Example B.4. Consider the system in Figure B.5, whete = {a,c} and¥, = {b}. The
controllable transitions are denoted with a “:". Assume we want a terminal string to contain the
eventb exactly twice. Table B.1 summarizes the required control inpafter a stringy has been
generated, and the corresponding state of the system. Note that iggstagecontrol input is
different depending on the value ot

A supervisor may be given as a functign: L(G) — T specifying the control inpuf (w)
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Figure B.5: System in Example B.4

| state] w | 4 |

q A {a,b}
q1 a {a,b,c}
q ab {a,b}
q1 aba | {a,b,c}
qo | abab | {b,c}
g2 | ababe | {b,c}

Table B.1: Control inputs in Example B.4.

to be applied for each possible string of evemtgenerated by the syste® It also possible to
represent a supervisor as another D& $at runs in parallel with the syste@ i.e., whenever an
event occurs irG the same event will be executed 8y The events enabled at a given instant on
S determine the control input.

Example B.5. In Example B.4 the supervisor has been described in tabular format. A transition
structure for the same supervisor is shown in Figure B.6.

The closed loop system under control will be dendigéx and may be considered as a new
discrete event system [Ramadge 87]. Let us assume in the following that the supervisor is given
as a DESS. Then, the closed behavior 8f/ G is

L(S/G) = L(G) N L(S),

i.e., the subset of the uncontrolled behavior that survives under supervision. For what regards the
language accepted I8/ G there are two possible definitions.Sfhas a set of final states we may
define as marked behavior 8f G as

Lm(S/G) = Lm(G) N Lm(S),

i.e., all marked strings o& that are also marked Hy. If we assume that the supervisor does not
mark strings, i.e., it has no final statds,,(S) is not defined. In this case, we call the supervisor
non markingand we defind.,,(S/G) as

Figure B.6: Supervisor in Example B.5
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Figure B.7: Closed loop systefy G in Example B.6.

Figure B.8: System&, S1, andS, in Example B.7.

i.e., the subset of the uncontrolled marked behavior that survives under supervision, and call it
controlled behaviot.

Example B.6. The DES in Figure B.7 represented the closed loop sy&g¢a for the system

and supervisor discussed in Example B.5. Here the closed and marked behaSjd& aire
L(S/G) = ababc, andL,,,(S/G) = abab + ababc, as can be derived from the figure. If we had
considered a supervisor with no final states, we would have considered, in place of the marked
behavior, the controlled behavidr,, (S/G) = A + ab + abab + ababe.

Now let us assume that we are given two DE&ndS. S qualifies as a proper supervisor for
G if the two following properties are ensured.

e controllability: S does not disable any uncontrollable event that may ocoGr,ire., (Vw €
L(S/G),Va € ¥,) [wa € L(G) = wa € L(S/G)].
e nonblockingnesgor propernesy the behavior of the system under supervision must be

nonblocking, i.e.L(S/G) = L,,(S/G).

Example B.7. Let G, S;, andS; be the DES in Figure B.8. Her8. = {b,c}. Sy is not a
supervisor forG because in the initial state it disables the uncontrollable evéimt is enabled
in the initial state ofG. S5 is not a proper supervisor f@& because if the eventis executed it
prevents the system from reaching the final state (in fact the évemever enabled).

B.3 Supervisory Control Problem

Controlling a DES consists in restricting its open loop behavior within a ghpertificatiorlan-
guage. Thus we may state the two following Supervisory Control Problems.

The notation is unfortunately ambiguous. In [Ramadgel87]S/G) denotes the marked behavior®fG, while
L.(S/G) denotes the controlled behavior. In[Ramadge 89b] and in the work of other authors, hdwg{®y,G) has
been used to denote the controlled behavid 06, since only non marking supervisors are considered. We will use
L.,(S/G) to denote the language accepted by the closed loop system, specifying whenever necessary if it represents
the marked or controlled behavior.
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Figure B.9: System to control in Example B.8.

SCP1 Given a DESG and a specification languadeC L(G), there exists a supervisSrsuch
thatL(S/G) = L?

SCP2 Given a DESG and a specification languade C L,,(G), there exists a nonblocking
supervisoiS such that,,,(S/G) = L? (Here we assume thdtdoes not mark strings, i.e.,
L,,(S/G) is the controlled behavior 8/G.)

The solution of these two problems is based on the notions of controllable language and
L,,(G)-closure, defined in the following.

Alanguagek C ¥* is said to beontrollable(with respect ta (G ) andX,) if KX,NL(G) C
K. This means that it is always possible, preventing the occurrence of controllable transitions, to
restrictL(G) within K.

A languageK C L,,(G) is said to bel,,(G)-closedif K = K N L,,(G). This means that
any marked string o6 that is the prefix of some string & is also a string of<.

The following two theorems, due to Ramadge and Wonham [Ramadge 87, Ramadge 89b],
give necessary and sufficient conditions for the existence of a supervisor.

Theorem B.1 ([Ramadge 87], P. 5.1)For nonemptyl. C L(G) there exists a supervis@ such
that L(S/G) = L if and only if L is prefix closed and controllable.

Theorem B.2 ([Ramadge 87], T. 6.1)For nonemptyL C L,,(G) there exists a nonblocking
supervisorS such thatZ,,,(S/G) = L ifand only if L is L,,,(G)-closed and controllable.

Example B.8. The DESG in Figure B.9 has closed behavib(G) = (a(b + ¢d))*, and marked
behaviorL,,(G) = (a(b+ cd))*.

1. Let L = (ab)* be the desired closed behavior of the closed loop system.

(a) If ¥, = {a,d}, Lis controllable and may be enforced by a supervisor. The supervisor
simply needs to disable the controllable eventhenever the system is in state

(b) If 3, = {b, ¢}, L is not controllable and cannot be enforced by a supervisor. In fact the
supervisor cannot disable the eventvhich is now uncontrollable, when the system
is in stateg;.

2. Let L = (abab)* be the desired controlled behavior of the closed loop system and assume
Y. = {a,d}. L is controllable, but is nof,,(G)-closed. Hence there does not exit a
supervisoriS such thatZ,,,(S/G) = L.

This can be also be shown by contradiction in this particular example. By definition of
controlled languagel,,,(S/G) = L,,(G) N L(S/G). Now assumeL,,(S/G) = L;
thenw = abab € L,,(S/G) C L(S/G) andw’ = ab ¢ L,,(S/G). Howeverw €
L(S/G) = w' € L(S/G),i.e,w € L, (G)NL(S/G) = L,,(S/G), a contradiction.
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Another important result due to Ramadge and Wonham is concerned with the existence of
finite state machine supervisors.

Theorem B.3 ([Wonham 87], T. 3.1).Let G be a finite state machine (i.e., its closed and marked
behavior areregularlanguages) and leL. be aregularspecification language. If satisfies the
conditions of Theorem B.1, the supervissuch thatL(S/G) = L may be represented as a
finite state machine. If satisfies the conditions of Theorem B.2, the supenasuch that
L, (S'/G) = L may be represented as a finite state machine.

B.4 Supremal Controllable Sublanguage

Assume we want to restrict the closed behavior of a sy€ewithin the limits of a legal language
L that is not controllable. By Theorem B.1 a superviSosuch thatZ(S/G) = L does not
exist. However we may consider a controllable sublangudge L that may be enforced by a
supervisolS’. Thus the behavior of the closed loop system is ig®’/G) = K C L, i.e.,itisa
subset of the legal behavior.

We also want to minimally restrict the behavior of the system, i.e., we want to construct the
supervisor which allows the largest behavior of the system within the limits given by the specifi-
cation L. This behavior is called theupremal controllable sublanguage

Let us define€(G) = {K | KX, N L(G) C K} as the set of all languages controllable with
respect td.(G) andX:,. Given a languagé we will define the supremal controllable sublanguage
of L as

L' =sup{K | K C L,K € C(G)}

Theorem B.4 ([Ramadge 87], P. 7.1)The supremal controllable sublanguage for a given super-
visory control problem exists and is unique.

However it may well be the case that contains only the empty string or is even the empty
language.

Example B.9. For the problem in Example B.8.1b = {\}.

Since the supremal controllable sublanguage may be too restrictive, other controllable approx-
imations toL have been defined. An extension by Lafortune and Chen [Lafortune 90a] to the
standard Supervisory Control Problem, called SCPB (SCP with Blocking) considers a different
approximation of the desired behaviour in terméndimal Controllable Superlanguagkefined as

L' =inf{K | KD L,K € C(G)}.

This may, however, generate blocking. We will not consider SCPB in this thesis.

Ramadge and Wonham have also shown that in the regular case (i.e., when both the system be-
havior and the specification behavior are regular languages) the supremal controllable sublanguage
is a regular language and can be computed in a finite number of steps.

As a final remark, we note that the supremal controllable sublanguage is optimal from a logical
point of view but not necessarily from the performance point of view.

Example B.10. The Petri net system in Figure B.10 has a delay associated with each event (i.e.,
each transition). The plageg represents the effect of the supervisor that ensures that places
andpg are never marked at the same time. In order to minimally restrict the behavior we allow the
initial firing of either “ab” or “ de”. Assume the delays are the following.

event alb|lc|d|e|f
delay[s]||0|10|10|0| 8|4
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Figure B.10: A timed Petri net model in Example B.10.

If the sequencedd” is initially executed, we have that the required time to reach the final marking
(0001001)7 is 22 seconds, while if the sequencée” is initially executed the final marking is
reached ir28 seconds. Clearly, if it is required that the system reaches the final marking in the
shortest time, it would be better to further restrict the system’s behavior allowing only the firing of
the sequencedb” from the initial marking.
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NOTATION

a,b,c, ...

B

C = Post — Pre
C(G)

E=G | H
F
G

H
K
0:T — X

L

L

Al

L(N, My)
L(G)

Lin(G)

£7 £d7£DP

M:P— N
M (@, k)

N = (P, T, Pre, Post)
NR

Symbols of an alphabet, events.
A basis of honnegative P-invariants.
The incidence matrix of a P/T net.

The set of languages controllable with respedt (&) andX,,, i.e., the
set{K | K¥, N L(G) C K}.

Discrete event systei@ constrained by specificatidd
A set of final markings of a P/T net.

A discrete event system. A Petri net model of a discrete event system is
G = (N, ¢, My, F).

A discrete event system representing a specification.
A controllable language.

A labeling function that assigns to each transition of a net a label from
the alphabeE.

A language.

The prefix-closure of language

The supremal controllable sublanguage of language
The set of firing sequence 0N, M).

The closed behavior of the discrete event sys@mif G is given as
a Petri net model, the closed behavior is also called P-type Petri net
language ofG.

The marked behavior of the discrete event sys@mif G is given as
a Petri net model, the marked behavior is also called L-type Petri net
language ofG.

The sets of L-type, deterministic L-type, and DP-closed Petri net lan-
guages.

A marking of a P/T neti/, is an initial marking M is a final marking).

The set of marking satisfying a generalized mutual exclusion constraint,
ie.,thesefM e NI | @ . M < k).

A P/T net.
The reversal of a P/T néY.

109
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P, p°
P

Post : PxT — IN
Pre: PxT — IN

PR(N, M)

PRA(N, My)
PRB(N, My)
P, Py

Qx

R(N, M)

S

S

S/G

.t’ t.

w, T, Y, 2
(), k)

(W k)
X:A—- N

A > > H 2

M
N
!
=

E*

A P/T net N with the addition of a monitor placs, i.e. the net P U
{S},T, Pre’, Post®).

The set of nonnegative integers.

A marked net, i.e., a néY with initial marking M.
A place of a P/T net.

The sets of input and output transitions of place
A set of places of a P/T net.

The post-incidence matrix of a P/T net.

The pre-incidence matrix of a P/T net.

The set of markinggM ¢ IN*l | (3¢ € INTh[M = My + C - 7}
(potentially reachable set).

The set of marking§M € IVl | A- M > A - My}.

The set of marking§M € NP1 | BT . M = BT - Mj}.

The sets of P-type, and deterministic P-type Petri net languages.
The support of a vectak : A — IV, i.e., these{a € A | X(a) > 0}.
The set of reachable markings @¥, M) (reachability set).

A supervisor.

A siphon of a P/T net.

The closed-loop system composed by the systeomder the action of
supervisorS.

A transition of a P/T net.

The sets of input and output places of transition

A set of transitions of a P/T net.

Atrap of a P/T net.

Strings of a language, sequences of events.

A generalized mutual exclusion constraint.

A set of generalized mutual exclusion constraints.
A vector.

A nonnegative P-invariant (P-semiflow) of a P/T net.
A control input determined by a supervisor.

The set of all possible control inputs determined by a supervisor.
A simple path of a P/T net.

The empty string.

A firing vector of transitions.

A firing count vector of a marked net.

An alphabet’. is an alphabet of controllable evenks; is an alphabet
of uncontrollable events.

The Kleene star of alphabg}, i.e., the language containing all strings
composed with symbols il and the empty string.
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T The projection operator.

I The concurrent composition operator.

Il The shuffle operator (concurrent composition over disjoint alphabets).
o Denotes the end of a proof.



