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Abstract: This paper concerns the finite-time control problem for a class of
nonlinear uncertain SISO dynamics with relative degree three. We assume that
the measurements are corrupted by uncertain nonlinearities so that the sign
of the phase variables is the only reliable information available for feedback.
The stabilizing properties of a switching control scheme commuting between
two unstable structures are demonstrated. Constructive proof and computer
simulations are provided. Copyright © 2006 IFAC 
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1. INTRODUCTION

A usual approach to the output-feedback control
of nonlinear systems consists in combining an ob-
server and a controller such that the latter stabi-
lizes a suitable estimated output having relative
degree one (Atassi and Khalil, 1999; Teel and
Praly, 1995; Oh and Khalil, 1997; Krishnamurthy
et al., 2001).

This approach may fail, especially when the ob-
servers are used as differentiators, if sensors are
not linear and sufficiently accurate. In fact, sensor
saturation and, more seriously, uncertain nonlin-
earities of sensor devices, limit and often pre-
vent the plane use of the previously mentioned
methods even in a linear context (Tao and Koko-
tovic, 1996; Cao et al., 2003; Zuo, 2005). It is
well known (Anosov, 1959) that even the simple
triple integrator cannot be stabilized if the only
information about the output is its sign.

In this paper we consider the finite-time stabiliza-
tion problem for an output variable, says s, whose
third time derivative is affected by the control

variable u. Taking into account the well-known
Anosov’s result about the stabilization problem
for a triple integrator (Anosov, 1959), we as-
sume that the measurement of the phase variables
(s, ṡ, s̈) is corrupted by an uncertain memory-less
nonlinearity preserving the sign of the measured
quantity.

We shall demonstrate in this work that a proper
switching logic between two Variable Structure
Controllers (VSC) can guarantee the semi-global
convergence of a class of nonlinear uncertain dy-
namics towards the set (s, ṡ, s̈) = (0, 0, 0).

The first VSC, u = −k0sign(s), is referred to as
the “Anosov Unstable” (AU),and the second, u =
−k1sign(ṡ)−k2sign(s̈), is a peculiar realization of
the Twisting algorithm (Levant, 1993), that uses
ṡ and s̈, instead of s and ṡ, as feedback signals.
In this note it is named the “Modified Twisting”
(M-TW) algorithm.

These two algorithms are strongly inadequate if
they act alone. Actually, the Anosov unstable al-
gorithm causes oscillations of the phase variables
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(Anosov, 1959) while the Modified Twisting steers
the system at some point Pe ≡ (se, 0, 0) of the
ṡ = s̈ = 0 axis (Levant, 1993), with, in general,
se 6= 0.

The paper is organized as follows: Section II con-
tains the problem formulation. Section III con-
tains the constructive derivation of the main re-
sult, summarized in Theorem 1. Section IV re-
ports some simulation examples, and the conclud-
ing remarks are given in Section V. Some details
related to the convergence proof are discussed in
the Appendix.

2. PROBLEM FORMULATION

Consider the following class of nonlinear uncertain
dynamics in regular form (Utkin, 1992)

ẋ = h(x, ξ) (1)

ξ̇ =




ξ2

ξ3

f(x, ξ)


 +




0
0

g(x, ξ)


 u(t) (2)

where x ∈ Rm is the internal dynamics state-
vector, ξ = [ξ1, ξ2, ξ3] ≡ [s, ṡ, s̈] ∈ R3 is the
vector collecting the output s ∈ R and its first
and second derivative, u ∈ R is the scalar plant
control input.

The control aim is to define a control input u
guaranteeing that vector ξ is steered to the origin
in finite time. Assume what follows:

A1 The internal dynamics (1) are input-to-state
stable (ISS) with linear gain (Sontag, 1998).

A2 There are known positive constants F0, F1,
F2, Gm, GM such that

|f(x, ξ)| ≤ F0 + F1‖x‖+ F2‖ξ‖ (3)

0 < Gm ≤ g(x, ξ) ≤ GM (4)

Assumption A1 implies that there exist constants
K1, K2, K3 ∈ R+ such that, for every x0 ∈
Rm and every bounded and continuous ξ(t), the
unique maximal solution of the initial value prob-
lem (1), with x(t0) = x0, has interval of existence
R+ and, for any t ∈ [t1, t2] ⊆ [t0,∞), satisfies the
following condition

‖x(t)‖ ≤ ‖x(t1)‖+ K1 sup
t1≤t≤t2

|s|+
+K2 sup

t1≤t≤t2

|ṡ|+ K3 sup
t1≤t≤t2

|s̈| (5)

A3 Constants K1, K2, K3 in (5) are known

A4 The initial conditions x(t0), ξ(t0) belong to
known compact domains X0 and Ω0, respectively:

x(t0) ∈ X0, ξ(t0) ∈ Ω0 (6)

Let signals s, ṡ, s̈ be measured by sensors featuring
a nonlinear uncertain characteristics (see Fig. 1)
such that

sm = h1(s) ṡm = h2(ṡ) s̈m = h3(s̈) (7)

with the subscript m standing for “measured”.
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Fig. 1. Block scheme of the control system with
nonlinear measurement characteristics

A5 The uncertain sensor characteristics satisfy
the following relationship

xhi(x) > 0 ∀x 6= 0, hi(0) = 0, i = 1, 2, 3 (8)

Assumption A5 means that the sign of the mea-
sured signals matches the sign of the “true” ones.
Nothing is required regarding the slope of the
measurement nonlinearity.

3. MAIN RESULT

The finite-time stabilization problem for the un-
certain system (1)-(2) satisfying Assumptions A1-
A5 can be solved by means of a switched controller
implementing a switching policy between the fol-
lowing two “Structures”:

Anosov Unstable (AU) :
u = −U0sign(s) (9)

Modified Twisting (M− TW) :
u = −U2sign(ṡ)− (U1 − U2)sign(s̈) (10)

where U0, U1 and U2 are constant tuning param-
eters.

Because of both the AU and M-TW structures use
only the sign of the phase variables s, ṡ, s̈,then by
Assumption 5 we can disregard the measurement
nonlinearities in the stability analysis.

We shall demonstrate that it is possible to evalu-
ate a-priori a constant F and set, correspondingly,
the controller parameters U0, U1 and U2 such that
the following inequality holds

|f(x, ξ)| ≤ F t ≥ t0 (11)

and variables s, ṡ and s̈ tend to zero in finite time.
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Let parameters U0, U1, U2 satisfy the following
inequalities.

GmUi − F > 0, i = 0, 1, 2
GmU1 − F > GMU2 + F

(12)

Under the tuning condition (12) for its parameter
U0, the AU control (9), (12) enforces a sequence
of time instants tz,i (i = 1, 2, . . .) such that
s(tz,i) = 0. We denote as “zero crossing of s” the
occurrence of such a condition. Unfortunately, the
sequences (tz,i− tz,i−1), |ṡ(tzi)| and |s̈(tzi)| are all
diverging (Anosov, 1959).

The M-TW control (10), (12) gives the closed-loop
trajectories a finite-time converging “Twisting”
behaviour in the ṡ − s̈ plane (see Fig. 2). Then
vector [s, ṡ, s̈] converges in finite time to a stable
“equilibrium point” Pe ≡ (se, 0, 0), with, in gen-
eral, se 6= 0. (Levant, 1993).

 

s&

s&&

Fig. 2. Trajectories of the Modified Twisting (M-
TW) in the ṡ− s̈ plane

Thus, when used alone, the two control laws (9)
and (10) are not effective. On the contrary, the
hereafter described switching policy between the
AU and M-TW structures causes the occurrence
of a sequence of equilibrium points

Pe,i ≡ (se,i, 0, 0) i = 1, 2, . . . (13)

such that the strict contraction property

|se,i+1| ≤ ε|se,i|, 0 < ε < 1, i = 1, 2, . . . . (14)

is fulfilled and the convergence to zero of s, ṡ and
s̈ is guaranteed. Fig. 4 shows a typical closed-loop
time evolution of the s variable which fulfills the
contraction condition (14).

The proposed controller can be schematized as in
Fig. 3.

Remark 1: On-line detection of the transition-
enabling conditions, zero-crossings and equilib-
rium points, is now discussed. Zero-crossing detec-
tion implies detection of both positive-to-negative

 

Structure M-TW Structure AU

Equilibrium point

Zero crossing of  sINITIALIZATION

Fig. 3. The proposed switching mechanism

and negative-to-positive sign changings of s. De-
tection of the equilibrium points is less immedi-
ate. In fact, checking condition ṡ = s̈ = 0 is
unpractical in real systems. Following the idea
proposed in (Bartolini et al., 2002), the attain-
ment of the equilibrium points Pe,i can be easily
and efficiently detected by monitoring on-line the
switching frequency of the discontinuous control
variable in a receding-horizon time interval. The
switching frequency of the control signal tends to
infinity while approaching the sliding condition
which establishes at the equilibrium points. This
criterion is also suitable for digital implementa-
tion: the sequence {u[k], u[k − 1], . . . , u[k − N ]}
(u[k] = u(kTs), Ts is the sampling period, N is
an integer number) can be stored and processed,
and updated, at each sampling time instant. A
minimum number of sign variations between the
adjacent elements of the sequence can reveal the
approaching of an equilibrium point.

The above treatment is summarized in the follow-
ing Theorem:

Theorem 1 Consider system (1)-(2) satisfying
assumptions A1-A5. Perform the following se-
quence of steps

A. Set the desired contraction rate ε ∈ (0, 1)
appearing in (14) and the arbitrary coefficients
η > 1, γ ∈ (0, 1), θ1 ∈ (0, 1), θ2 ∈ (0, 1).

B. Compute the unique positive root F ∗ of equa-
tion (46)-(49) and set F ≥ F ∗.

C. Compute the unique positive root x∗ of equation
x∗(3 + 2x∗) + γε(1 + x∗)3/2 = ε.

D. Set the controller parameters U0, U1, U2 as

U0 = η
F

Gm
, U1 =

1
Gm

(
η GM

Gm
+ 1

ρ
+ 1

)
F

U2 =
1

Gm

(
η GM

Gm
+ 1

1
4θ1γ2ε2

− 1

)
F

(15)

ρ = min

{
1
4
θ1γ

2ε2, θ2x
∗
}

(16)

and apply the switched controller described in Fig.
3, where the Structures AU and M-TW are defined
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in (9), (10). Then, s, ṡ and s̈ are steered to zero
in finite time.

Proof. See the Appendix.

Remark 2: By (15), tuning of constant param-
eters U0, U1, U2 depends on the unknown F .
Theorem 1 guarantees that a constant F ∗ exists
such that for any F ≥ F ∗ the desired performance
is achieved, and gives a procedure to compute a
conservative overestimation of F ∗. For practical
purposes, the calibration of the control parame-
ters can be performed by simply increasing the
single parameter F until satisfactory behaviour is
observed in the closed-loop system. This method
of experimental tuning of a single gain parameter
is not unusual in the VSC context (Utkin, 1992).

4. SIMULATION RESULTS

To validate the present analysis consider the fol-
lowing fifth-order nonlinear system

ẋ = Ax + B(ξ1 + ξ2) x = [x1, x2]T

ξ̇i = ξi+1, i = 1, 2

ξ̇3 =
ξ2

1 + ξ2
2

+ ξ1 + ξ3 + ‖x‖+ (2 + cos(x1 + ξ2)u
(17)

A =
[

0 1
−1 −2

]
B =

[
1
1

]
(18)

The considered dynamics meets Assumptions A1-
A5. Constants appearing in (3)-(5) can be eval-
uated as: F0 = 0.5, F1 = F2 = 1, Gm = 1,
GM = 3, K1 = K2 = 1, K3 = 0. Initial conditions
are taken as follows: [ξ1(0), ξ2(0), ξ3(0)] = [1, 1, 1],
[x1(0), x2(0)] = [1, 1]. The free design parameters
are set as η = 1.1, θ1 = θ2 = γ = 0.9, and constant
F is taken as 15.

Let us choose a “contraction factor” ε = 0.5.
The resulting control parameters are U0 = 16.5,
U1 = 3598, U2 = 451. Euler integration algorithm
with step Ts = 0.0005ms has been used in the
Matlab-Simulink environment.

Occurrence of at least 5 sign changings among the
most recent 40 samples of u (see Remark 1) was
chosen as the criterion to enable the transition
from the M-TW to the AU structure. Fig. 4
reports the time profile of s. It is apparent that the
local maxima of s feature the imposed contraction
rate of 0.5 in perfect accordance with (14).

Choosing ε = 0.7, and leaving unchanged the
free parameters, we obtained the following control
magnitudes from the tuning procedure: U0 = 16.5,
U1 = 2576, U2 = 184. The plot of the s variable
vs. time is shown in Fig. 5. As expected, increas-
ing the value of ε, i.e. reducing the prescribed
contraction rate, the required control magnitudes
decrease. Again the observed contraction rate of

0.7 is according to (14), and, at the same time,
the transient length obviously increases.
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Fig. 4. The output quantity s(t) when ε = 0.5
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Fig. 5. The output quantity s(t) when ε = 0.7.

The dependence of the accuracy on the discreti-
sation step has been analyzed. The sampling step
was changed in order to investigate the accuracy
order of the proposed method with respect to the
sampling period. By comparing the two plots in
Fig. 6, it follows that by using a discretization
step which is ten times smaller (reducing it to
Ts = 0.05ms) the accuracy is improved by a factor
of almost 1000, which means that the accuracy is
O(T 3

s ).
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Fig. 6. The sliding accuracy with τ = 0.5ms

The robustness of the proposed technique against
the additive measurement noise corrupting the
phase variables has been checked as well. We
considered a uniformly-distributed random noise
with a maximal magnitude of 0.1 superimposed
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Fig. 7. The sliding accuracy with τ = 0.25ms

to the three feedback variables. The noise causes
a detriment of sliding accuracy in the steady state.
Fig. 8 shows the time evolution of s is the steady
state (the control parameters and sampling period
are the same as those used in Fig. 6).
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Fig. 8. The sliding accuracy in steady-state in the
presence of noise

5. CONCLUSIONS

In this paper a novel control algorithm is pre-
sented which stabilizes a class of nonlinear uncer-
tain systems in finite time. We assume that uncer-
tain nonlinearities corrupt the measurement of the
phase variables such that their sign of the unique
reliable information. The control law consists of
two VSC and a supervisor that implements a
proper switching logic. The accuracy-order under
discretization and sampling, and the robustness
against measurement noise, are investigated by
simulation.
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Proof of Theorem 1

Closed-loop stability

We assume, temporarily, that condition (11) holds
for some known value of F and we demonstrate
the semi-global finite-time convergence of s, ṡ, s̈
to zero.

The initial structure is the M-TW, so that the
system trajectory is similar to that reported in
Fig. 2. An equilibrium point Pe,1 ≡ (se,1, 0, 0) is
reached in finite time te,1. Assume with no loss
of generality that se,1 < 0. Fig. 9, shows a typical
time evolution of the s variable starting from point
Pe1 subject to the switched controller in Fig. 3
stopped at the first iteration.
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Fig. 9. Time evolution of s leaving from an equi-
librium point Pe,1.

The AU control law is active until a zero crossing
of s is attained at the time instant tz1 ≥ te1.
During this time interval the system is governed
by the following differential inclusion

s(3) ∈ [−F, F ]− [Gm, GM ]U0sign(se1), (19)

Since ṡ(te1) = s̈(te1) = 0, by simple worst-case
analysis it follows that the first zero crossing of s
is reached after a finite time tz,1 such that

tz,1 − te,1 ∈
[(

6|se,1|
GMU0 + F

)1/3

,

(
6|se,1|

GmU0 − F

)1/3
]

(20)

By computing the limit solutions of (19), and
taking into account (11) and (20), it results that
s̈(tz,1) and ṡ(tz,1) are both positive and such that

s̈(tz,1) ≤ ṡz,1 ≡ 3
√

6(GMU0 + F )2/3|se,1|1/3

ṡ(tz,1) ≤ s̈z,1 ≡
3
√

6
2

(GMU0 + F )1/3|se,1|2/3

(21)

At t = tz,1 the controller switches to the M-
TW structure, and the origin of the ṡ − s̈ phase
plane is reached at t = te,2. Fig. 10 depicts the
corresponding system trajectory in the ṡ−s̈ plane.

Define

sM,1 = sup
t∈[te,1,te,2]

|s| (22)

Let t = tf,1 the time instant at which point Pf,1

in Fig. 10 is reached. It is easy to show that

tf,1 ≤ tf,1 ≡ tz,1 +
s̈z,1

GmU1 − F
(23)

Hence, s(tf,1) and ṡ(tf,1) are bounded as follows

s(tf,1) ≤ s(tf,1) ≡ ṡz,1(tf,1 − tz,1) +
1

3

s̈
3
z,1

(GmU1 − F )2
=

=
GMU0 + F

GmU1 − F

[
3 + 2

GMU0 + F

GmU1 − F

]
|se,1|

(24)
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1Uu −=

2Uu −=1Uu =

2Uu =
1Uu −=

s&

s&&

Fig. 10. Phase trajectory of ṡ and s̈ leaving from
the zero crossing Pz,1.

ṡ(tf,1) ≤ ṡf,1 = ṡz,1 +
1

2

s̈
2
z,1

GmU1 − F
=

=
1

2
(GMU0 + F )1/3

[
1 +

GMU + F

GmU1 − F

]
|6se,1|2/3

(25)

|s| features the maximum overshoot at the point
PM,1 ≡ (sM1 , 0, s̈M1) (see Figs. 9 and 10). Then
we get

|s̈M1 |2 ≤ 2(GMU2 + F )ṡf,1 (26)

The increase of s along the trajectory between
points Pf,1 and PM,1 can be expressed as a func-
tion of s̈M1 (or, equivalently, of ṡf,1) according to

sM1 ≤ s(tf,1) +
1
3

s̈
3
M1

(GMU2 + F )2
(27)

Therefore, by combining (24), (26) and (27) we
obtain

sM1 ≤ sM1 =
GMU0 + F

GmU1 − F

[
3 + 2

GMU0 + F

GmU1 − F

]
|se,1|+

+2

[
GMU0 + F

GMU2 + F

]1/2 [
1 +

GMU0 + F

GmU − F

]
|se,1|

(28)

which can be rewritten as

sM,1 ≤ Σ(∆1,∆2)|se,1| (29)

Σ(∆1, ∆2) = ∆1(3 + 2∆1) + 2
√

∆2(1 + ∆1)3/2

∆1 =
GMU0 + F

GmU1 − F
, ∆2 =

GMU0 + F

GMU2 + F

(30)

Since, by definition, |sM,1| ≥ |se,2|, a sufficient
condition guaranteeing the contraction condition
|se,2| ≤ ε|se,1| is to choose U0, U1 and U2 accord-
ing to the following inequalities

GmUi − F > 0, i = 0, 1, 2 (31)

GmU1 − F > GMU2 + F (32)

Σ(∆1, ∆2) ≤ ε < 1 (33)

By iteration, sequence |se,i| will meet the strict
contraction condition (14).

To conclude the design process, a triple U0, U1,
U2 which satisfies inequalities (31)-(33) have to
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be computed . By (31), U0 can be simply set as in
(15) with η > 1.

Set

∆2 = ∆∗
2 =

1
4
γ2ε2 0 < γ < 1 (34)

Condition (34) derives from imposing Σ(0, ∆∗
2) =

γε, with γ ∈ (0, 1). This makes the inequality (33)
satisfied when ∆1 = 0. Since function Σ(∆1, ·)
is continuous and not decreasing, condition (34)
guarantees the existence of a solution interval to
(33) in the form ∆1 ∈ (0, ∆∗

1) where ∆∗
1 is the

smallest root of equation

Σ(∆∗
1,∆

∗
2) ≡ ∆∗

1(3 + 2∆∗
1) + γε(1 + ∆∗

1)
3/2 = ε(35)

Now to guarantee that ∆1 belongs to the solution
set (0,∆∗

1) and, at the same time, that 0 ≤ ∆1 <
∆2 (as required by (32)) we can set

∆1 = min(θ1∆∗
2, θ2 ∆∗

1), 0 < θ1 < 1, 0 < θ2 < 1,(36)

and compute U1 and U2 on the basis of the given
values of U0, ∆1 and ∆2. Manipulation of the
given formulas (34)-(36) taking into account (30)
yields the tuning rules (15)-(16).

Finite transient length

To assess the finite time convergence let Tei (i =
1, 2, . . .) be such that te,i+1 − tei ≤ Tei. It was
shown in (Levant, 1993; Bartolini et al., 2003)
that the Twisting algorithm features a finite con-
vergence time that can be overestimated by a
bounded function of the initial conditions. By
applying such a formula to the actual case it yields

Te,i = λ|se,i|1/3 (37)

where λ is a positive constant. Then, the following
condition holds

Te,i

Te,i−1
=

(
se,i

se,i−1

)1/3

≤ ε1/3 < 1 (38)

which implies that the total convergence time
can be upper bounded by the finite sum of a
convergent geometric series.

T = tz,1 +
∞∑

i=1

Tei ≤ ∞ (39)

Existence and computation of F

Let

X0 = sup
x∈X0

‖x‖, S0 = sup
ξ∈Ω0

|s| (40)

Ṡ0 = sup
ξ∈Ω0

|ṡ| S̈0 = sup
ξ∈Ω0

|s̈| (41)

and define

s = sup
t≥t0

|s|, ṡ = sup
t≥t0

|ṡ|, s̈ = sup
t≥t0

|s̈|, (42)

By combining (3) and (5) it follows that

|f(x, ξ)| ≤ H0 + H1s + H2ṡ + H3s̈ (43)

with the constants H0, H1 and H2 given as
follows:

H0 = F0 + F1X0 H1 = F1K1 + F2

H2 = F1K2 + F2 H3 = F1K3 + F2
(44)

Let condition (11) be satisfied for some unknown
constant F . Then we can compute the quantities
s, ṡ and s̈, which depend on the unknown F .

If the inequality

H0 + H1s(F ) + H2ṡ(F ) + H3s̈(F ) ≤ F (45)

admits a semi-infinite solution interval of the type
F ≥ F ∗ then the existence of F is proven. Let F ∗

be the unique positive root of equation

H0 + H1s(F ∗) + H2ṡ(F ∗) + H3s̈(F ∗) = F ∗ (46)

By solving (46) not only the existence of F such
that (11) holds is proven, but also one achieves
an overestimate of it. The initial conditions of s,
ṡ and s̈ are taken on the neighbor of the compact
domain Ω0: s(t0) = S0, ṡ(t0) = Ṡ0, s̈(t0) = S̈0.

By worst case analysis it can be computed the
following overestimates:

s(F ) = S0 +
Ṡ0S̈0

GmU1 − F
+

1

3

S̈3
0

(GmU1 − F )2
+

+
1

3

2
√

2[GMU2 + F ]3/2[Ṡ0 + 1
2

S̈2
0

GmU1−F
]3/2

(GmU2 + F )2
+

+
Ṡz1S̈z1

GmU1 − F
+

1

3

S̈3
z1

(GmU1 − F )2
+

+
1

3

2
√

2[GMU2 + F ]3/2[Ṡz1 + 1
2

S̈2
z1

GmU1−F
]3/2

(GmU2 + F )2

(47)

ṡ(F ) = Ṡ0 +
1

2

S̈2
0

GmU1 − F
+ Ṡz1 +

1

2

S̈2
z1

GmU1 − F
(48)

s̈(F ) = S̈0 +
√

2(GMU2 + F )

√
Ṡ0 +

1

2

S̈2
0

GmU1 − F
+

+S̈z1 +
√

2(GMU2 + F )

√
Ṡz1 +

1

2

S̈2
z1

GmU1 − F

(49)

By considering (47)-(49) into (45) it is easy to
observe that the left-hand side of the latter is
growing with order O(F 2/3). This guarantees the
existence of F ∗ such that any F ≥ F ∗ fulfills the
inequality (11). This concludes the proof. ¤
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