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Marking Estimation of Petri Nets with Silent Transitions

Daniele Corona, Alessandro Giua, Carla Seatzu

Abstract— In this paper we deal with the problem of
estimating the marking of a labeled Petri net system based on
the observation of transitions labels. In particular, we assume
that a certain number of transitions are labeled with the empty
string ε, while a different label taken from a given alphabet
is assigned to all the other transitions. Transitions labeled
with the empty string are called silent because their firing
cannot be observed. Under some technical assumptions on the
structure of the Tε−induced subnet, whereTε denotes the set
of silent transitions, we formally prove that the set of markings
consistent with the observed word can be represented by a
linear system with a fixed structure that does not depend on
the length of the observed word.

I. I NTRODUCTION

In this paper we address the problem of estimating the
marking of a Petri net (PN) whose set of transitions is
partitioned in two sets: observable transitions whose firing
can be detected by an external observer, and unobservable
transitions, i.e., transitions labeled with the empty stringε
whose firing cannot be detected.

This is a fundamental issue in theoreticalcomputer
sciencewithin the framework of nondeterministic language
generators. In fact, in this context, the behaviour of a
discrete event system (DES) is modeled by alanguage: the
event setE is viewed as an alphabet, and a sequence of
events from this alphabet forms aword (or a string) of
events, that describes a particular evolution of the system.
The state observer of a DES aims to provide an estimate
of the system state based on the observation of the word
of events. The initial state is usually assumed to be known
but, on the contrary, it may be the case that the system
dynamics is not perfectly known in the sense that it may
be nondeterministic.

More precisely, the nondeterminism may be due to two
different facts.

— Silent events.There may be events that cause a change
in the state of the DES but that are not observable by an
outside observer. Events of this kind are labeled with the
empty stringε.

— Undistinguishable events.There may be events whose
occurrence from a given state yields two or more new states.
Such is the case if two or more transitions labeled with the
same symbol inE are enabled at a given state.
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For DES modeled as finite automata, the most common
way of solving the problem of partial observation is that of
converting, using a standarddeterminizationprocedure, the
nondeterministic finite automaton (NFA) into an equivalent
deterministic finite automon (DFA) where: (i) each state of
the DFA corresponds to a set of states of the NFA; (ii) the
state reached on the DFA after the wordw is observed,
gives the setC(w) of states consistent with the observed
word w.

However, there are some drawbacks in the above pro-
cedure. Firstly, each setC(w) must be exhaustively enu-
merated. Then, to computeC(w) we first need to compute
C(w′) for all prefixesw′ ¹ w. Finally, if the NFA hasn
states, the DFA can have up to2n states.

In this paper we explore the possibility of using PN as
discrete event models and address the observer design under
the assumption that some transitions are labeled with the
empty stringε, i.e., they aresilent, while a different label
is assigned to all the other transitions. Thus, ifT is the
set of transitions andTε is the set of silent transitions, all
transitions inT \ Tε aredeterministic.

We first observe that an analogous determinization pro-
cedure as that used in the case of automata, cannot be used
in the PN framework. In fact, a nondeterministic PN cannot
be converted into an equivalent deterministic PN, because
of the strict inclusions [2]:Ldet ( L ( Lλ whereLdet is
the set of deterministic PN languages;L is the set ofλ-free
PN languages, namely, languages accepted by nets where
no transition is labeled with the empty string: the non-
determinism here is associated to undistinguishable events
because two transitions may share the same label;Lλ is the
set of arbitrary PN languages where a transition may also
be labeled with the empty string: the nondeterminism here
is associated both to silent events and to undistinguishable
events.

If one considers the restricted class of bounded PN (i.e.,
nets with a finite state space), it is possible to use the above
results on automata theory to compute a state observer based
on partial event observation. More precisely, we can first
construct the reachability graph of the Petri net system, that
under the assumption of arbitrary labeling is a NFAG. Then
we construct the DFAG′ equivalent to the NFAG. Note
however that the resulting observerG′ is an automaton, not
a Petri net, thus all advantages that may derive from initially
modeling the DES with a Petri net vanish.

The main contribution of this paper is that of providing



an original approach to build a state observer that does not
require the construction of the reachability graph, and thus
works for both bounded and unbounded PN. More precisely,
we derive an efficient technique for characterizing the set
of markings that are consistent with the actual observation
w, namelyC(w).

In particular, we make the following five assumptions:
(A1) the net structure is known, (A2) the initial marking is
known, (A3) the labels associated to the firing of transitions
in T \Tε can be observed, (A4) theTε−induced subnet ofN
is acyclic, (A5) theTε−induced subnet is backward conflict
free, i.e., all silent transitions have no common output place.

Under these assumptions, we show that the set of con-
sistent markings can be written as the solution of a linear
system with a fixed structure that depends on the value of
a vectorMb ∈ Nm, called thebasis marking, that can be
recursively computed. The main advantage of the proposed
approach is that we need not exhaustively enumerate all
consistent markings.

We addressed a similar problem in [4], [5]. Note however
that in [4], [5] we dealt withλ-free labeled PN, i.e., with
PN where no transition is labeled with the empty string, and
the nondeterminism was due to undistinguishable events.
Under the assumption that the nondeterministic transitions
arecontact-free1, we gave a linear algebraic characterization
of the set of consistent markings that depends on some
parameters that can be recursively computed.

Let us finally observe that a similar approach that uses
a logical formalism rather than linear programming was
also presented by Benasser [1]. This author has studied
the possibility of defining the set of markings reached
firing a “partially specified” step of transitions using log-
ical formulas, without having to enumerate this set. Other
authors [9] have also discussed the problem of estimating
the marking of a Petri net using a mix of transition firings
and place observations. Zhang and Holloway [11] used a
Controlled Petri Net model for forbidden state avoidance
under partialeventobservation with the assumption that the
initial marking be known. Finally, the notion of unobserved
reach function in the work by Heymann and Lin [6], dealing
with on-line control of partially observed DES, is related to
the basis marking we introduce in this paper.

II. BACKGROUND ON PETRI NETS

In this section we recall the formalism used in the paper.
For more details on Petri nets we address to [10].

A Place/Transition net(P/T net) is a structureN =
(P, T, Pre, Post), whereP is a set ofm places;T is a set
of n transitions;Pre : P×T → N andPost : P×T → N
are thepre– andpost– incidence functions that specify the
arcs;C = Post− Pre is the incidence matrix.

A marking is a vectorM : P → N that assigns to each
place of aP/T net a non–negative integer number of tokens,

1Nondeterministic transitions are contact-free if for any two nondeter-
ministic transitionst andt′ the set of input and output places oft cannot
intersect the set of input and output places oft′.

represented by black dots. We denoteM(p) the marking of
placep. A P/T systemor net system〈N, M0〉 is a netN
with an initial markingM0.

A transition t is enabled atM iff M ≥ Pre(· , t) and
may fire yielding the markingM ′ = M + C(· , t). We
write M [σ〉 to denote that the sequence of transitions
σ = tj1 · · · tjk

is enabled atM , and we writeM [σ〉 M ′

to denote that the firing ofσ yields M ′. We also denote
~σ : T → N the firing vector associated to a sequenceσ,
i.e., σ(t) = k if the transitiont is containedk times inσ.

A marking M is reachablein 〈N, M0〉 iff there exists
a firing sequenceσ such thatM0 [σ〉 M . The set of all
markings reachable fromM0 defines thereachability set
of 〈N, M0〉 and is denotedR(N,M0). Finally, we denote
PR(N, M0) the potentially reachable set, i.e., the set of
all markingsM ∈ Nm for which there exists a vector~y ∈
Nn that satisfies thestate equationM = M0 + C · ~y, i.e.,
PR(N, M0) = {M ∈ Nm | ∃ ~y ∈ Nn : M = M0+C ·~y}.
It holds thatR(N, M0) ⊆ PR(N,M0).

A Petri net having no directed circuits is called
acyclic.For this subclass the following result holds.

Theorem 1. Let N be an acyclic Petri net.
(i) If the vector~y ∈ Nn satisfies the equationM0+C ·~y ≥

0 there exists a firing sequenceσ firable from markingM0

and such that~σ = ~y.
(ii) A marking M is reachable fromM0 if and only if

there exists a non negative integer solution~σ satisfying
the state equationM = M0 + C · ~σ, i.e., R(N, M0) =
PR(N, M0).

Proof: Note that, obviously, (i) implies (ii). These
results follow from Theorem 16 of [10]. In effect, the
statement of the theorem in [10] is equivalent to (ii) but
the result is proved with an argument that also show that
(i) holds.

A labeling functionL : T → E ∪ {ε} assigns to each
transition t ∈ T either a symbol from a given alphabetE
or the empty stringε.

We denote asTε the set of transitions whose label isε,
i.e., Tε = {t ∈ T | L(t) = ε}.

In this paper we assume that the same labele ∈ E cannot
be associated to more than one transition. Thus, being the
labeling function restricted toT \ Tε an isomorphism, with
no loss of generality we assumeE = T \ Tε.

We denote asw the word of events associated to the
sequenceσ, i.e., w = L(σ). Note that the length of a
sequenceσ (denoted|σ|) is always greater or equal than
the length of the corresponding wordw (denoted|w|). In
fact, if σ containsk′ transitions labeledε then|σ| = k′+|w|.

Moreover, we denote asσ0 the sequence of null length
and ε the empty word. We use the notationwi 4 w to
denote the generic prefix ofw of length i ≤ k, wherek is
the length ofw.

Definition 2. Given a netN = (P, T, Pre, Post), and a
subsetT ′ ⊆ T of its transitions, we define theT ′−induced



subnet ofN as the new netN ′ = (P, T ′, P re′, Post′)
wherePre′, Post′ are the restriction ofPre, Post to T ′.
The netN ′ can be thought as obtained fromN removing
all transitions inT \ T ′. We also writeN ′ ≺T ′ N . ¥

III. PRELIMINARY RESULTS

Let 〈N,M0〉 be a net system with incidence matrixC ∈
Zm×n and letM̃ ∈ Nm. We define

Σ(N,M0, M̃) =
{
~y ∈ Nn | M0 + C~y ≥ M̃

}

as the set of firing vectors that potentially correspond to
sequences that lead fromM0 to a marking greater or equal
to M̃ . To simplify the notation, when no ambiguity may
result we writeΣ to denote this set.

The set(Σ,≤) is a poset(partially ordered set) where≤
is the usual relation onNn defined as:

~y ≤ ~y ′ ⇐⇒ (∀j = 1, . . . , n) yj ≤ y′j .

Given two elements~y ′, ~y ′′ ∈ Σ we denote by⊕ the
componentwisemin operator, i.e.,

~y = ~y ′⊕~y ′′ ⇐⇒ (∀j = 1, . . . , n) yj = min{y′j , y′′j }.

Theorem 3. If N = (P, T, Pre, Post) is a backward
conflict free net and if Σ 6= ∅, then (Σ,≤) has infimal
2 element

~y inf =
⊕

~y∈Σ

~y.

Proof: It is sufficient to show that the setΣ is closed
under the⊕ operator. To show this, assume~y ′, ~y ′′ ∈ Σ.
Then for allpi ∈ P the two vectors satisfy

{
M0(pi) + C(pi, ·)~y ′ ≥ M̃(pi)

M0(pi) + C(pi, ·)~y ′′ ≥ M̃(pi).
(1)

Note that ifN is backward conflict free(BFC), each place
pi has at most one input transitiontji as shown in Figure 1.
Thus the rowC(pi, ·) of the incidence matrix associated to
placepi contains at most one positive elementC(pi, tji) =
αi,ji > 0, while for all j 6= ji it holdsC(pi, tj) = −αi,j ≤
0. If no elements ofC(pi, ·) is positive, then we define
ji = n + 1 andαi,ji = 0.

Thus for all pi ∈ P we can rewrite equation (1) as
follows:





αi,jiy
′
ji
≥ M̃(pi)−M0(pi) +

n∑

j=1,j 6=ji

αi,jy
′
j

αi,jiy
′′
ji
≥ M̃(pi)−M0(pi) +

n∑

j=1,j 6=ji

αi,jy
′′
j .

(2)

2The infimal element of a poset(A,4) is an elementainf ∈ A such
that for any anothera′ ∈ A it holds ainf 4 a′. If the infimal element
exists it is unique.

 pi

tji

Fig. 1. A place of a BFC net.

Let us now consider a vector~y = ~y ′⊕~y ′′. For allpi ∈ P
it holds:

αi,ji
yji

= min{αi,ji
y′ji

, αi,ji
y′′ji
}

≥ M̃(pi)−M0(pi)+
+ min

{∑n
j=1,j 6=ji

αi,jy
′
j ,

∑n
j=1,j 6=ji

αi,jy
′′
j

}

≥ M̃(pi)−M0(pi) +
n∑

j=1,j 6=ji

αi,jyj ,

(3)
i.e., ~y ∈ Σ.

Remark 4. We want to point out where the assumption
that N be backward conflict free is essential in the previous
proof. Assume that a placepi has two input transitionstji

and tki . Then as we write equation (2) in terms of positive
elements we need to write expressions of the form:

αi,jiy
′
ji

+αi,kiy
′
ki
≥ M̃(pi)−M0(pi)+

n∑

j=1,j 6∈{ji,ki}
αi,jy

′
j

and now when we consider vector~y it holds

αi,jiyji + αi,kiyki ≤
min{αi,jiy

′
ji

+ αi,kiy
′
ki

, αi,jiy
′′
ji

+ αi,kiy
′′
ki
} ≥

M̃(pi)−M0(pi) +
∑n

j=1,j 6∈{ji,ki} αi,jyj

i.e., we cannot conclude that~y ∈ Σ. ¥

IV. PROBLEM STATEMENT

In this paper we deal with the problem of estimating the
marking of a net system〈N, M0〉 whose marking cannot be
directly observed. The following properties of the system
will be assumed.

(A1) The structure of the netN is known.
(A2) The initial markingM0 is known.
(A3) The labels associated to the firing of transitions inT \

Tε can be observed.

Note that since we assumed that the same labele ∈ E
cannot be assigned to more than one transition, assumption
(A3) implies that transitions labeled with a symbol inE
aredeterministic. On the contrary, transitions labeledε are
silent because their firing cannot be observed.

After the wordw of symbols inE has been observed,
we define the setC(w) of w-consistent markings as the
set of all markings in which the system may be, given the
observed behaviour.



Definition 5. Given an observed wordw, the set ofw-
consistent markingsis

C(w) = {M ∈ Nm | ∃ a sequence of transitionsσ :
M0[σ〉M andL(σ) = w}.

(4)
¥

Example 6. Let us consider the Petri net system in Fig-
ure 2.a whose initial marking is equal toM0 = [1 1 0 0]T

and whose alphabet isE = {a, b}. The resulting reach-
ability graph is shown in Figure 2.b where for simplicity
of notation with have denoted with thick labeled arcs the
arcs corresponding to the firing of transitions labeled with
a symbol inE, while with thin non-labeled arcs we have
denoted the arcs corresponding to silent transitions.

Assume that no event is initially observed, i.e.,σ =
σ0 and w = ε. By definition, the set of markings
that are consistent with the empty word isC(ε) =
{[1 1 0 0]T , [1 0 1 0]T }. In fact two different cases may
have occurred: either no transition has fired or the silent
transitiont1 has fired.

Now, let us first assume that transitiont4 fires. Its firing
can be observed beingL(t4) = a ∈ E. In such a case the
set of markings that is consistent with the observed eventa
is C(a) = {[0 2 0 0]T , [0 1 1 0]T , [0 0 2 0]T }. In fact, five
different sequences of transitionsσi, i = 1, · · · , 5, may have
fired, namely,σ1 = t4, σ2 = t4t1, σ3 = t1t4, σ4 = t4t1t1,
σ5 = t1t4t1, and for all of themL(σi) = a. Moreover,
M0[σ1〉 [0 2 0 0]T , M0[σ2〉 [0 1 1 0]T , M0[σ3〉 [0 1 1 0]T ,
M0[σ4〉 [0 0 2 0]T andM0[σ5〉 [0 0 2 0]T .

On the contrary, let us assume that the only ob-
served event isb. In such a case the set of markings
that is consistent with the observed eventb is C(b) =
{[1 1 0 0]T , [1 0 1 0]T , [1 0 0 1]T , [2 0 0 0]T }. In
particular, four different sequences of transitionsσi, i =
1, · · · , 4, may have fired, namely,σ1 = t1t5, σ2 = t1t5t3,
σ3 = t1t5t2, σ4 = t1t5t3t1, and for all of themL(σi) = b.
Moreover, M0[σ1〉 [1 0 0 1]T , M0[σ2〉 [1 1 0 0]T ,
M0[σ3〉 [2 0 0 0]T , andM0[σ4〉 [1 0 1 0]T . ¥

Let us finally observe that the cardinality of the set of
consistent markings may either increase or decrease as the
length of the observed word increases.

Example 7. Let us consider again the Petri net system in
Figure 2.a. As already said before, if we only observe the
event a, the corresponding set of consistent markings is
C(a) = {[0 2 0 0]T , [0 1 1 0]T , [0 0 2 0]T }, whose
cardinality is equal to 3.

If the sequence of observed events isab, thenC(ab) =
{[1 1 0 0]T , [1 0 1 0]T , [0 2 0 0]T , [0 1 1 0]T , [0 0 2 0]T ,
[0 1 0 1]T , [0 0 1 1]T } whose cardinality is equal to 7.

Finally, if the sequence of observed events isaba, then
C(aba) = C(a), i.e., its cardinality is equal to 3. ¥

V. A SOLUTION BASED ONDFA COMPUTATION

The above simple example clearly shows that the problem
of determining the set of markings that are consistent with

an observed word may not be an easy task, because it
requires an exhaustive enumeration of the sequences of
transitions that may have actually fired.

When dealing withboundedPetri nets the most natural
way of solving this problem consists in the computation of
the deterministic finite state automaton(DFA) equivalent
to thenondeterministic finite state automaton(NFA) repre-
senting the reachability graph of the Petri net system under
consideration.

Example 8. Let us consider again the bounded Petri net
system in Figure 2.a whose reachability graph is a NFA
due to the presence ofε. As well known from the literature
[8], there exists a systematic procedure that enables us to
compute the DFA equivalent to a NFA. In particular, in the
case at hand we obtain the DFA reported in Figure 2.c. At
this point it is immediate to compute the set of consistent
markings and verify thatC(ε) = {[1 1 0 0]T , [1 0 1 0]T },
C(a) = {[0 2 0 0]T , [0 1 1 0]T , [0 0 2 0]T } and C(b) =
{[1 1 0 0]T , [1 0 1 0]T , [1 0 0 1]T , [2 0 0 0]T }. ¥

Note however, that this procedure is not efficient from a
computational point of view because for all initial markings
we first need to compute the reachability graph of the
Petri net system, i.e., a NFA, and then convert it into a
DFA. Moreover, it can only be applied to bounded Petri
net systems. Finally, even when applicable, it does not
provide an algebraic characterization of the set of consistent
markings, and this may be an essential requirement when
the observer is included in a closed-loop system [3].

VI. A N ALGEBRAIC CHARACTERIZATION OFC(w)
We assume that the following conditions are verified.

(A4) The Tε−induced subnet ofN is acyclic.
(A5) TheTε−induced subnet is backward conflict free, i.e.,

all silent transitions have no common output place.
Assumption (A4) implies that there cannot be repetitive

sequences of unobservable transitions that may fire indef-
initely thus excluding problems related to divergence (or
livelock) [7]. We formally prove that under assumptions
(A1) to (A5), a fixed number of constraints, not depending
on the length of the observed wordw, may be used to
describe the set ofw consistent markings. In particular, we
formally prove that:

M(Mb,w) , {M ∈ Nm | M = Mb,w + Cε ~y, ~y ∈ Nnε}
(5)

is the set ofw consistent markings, i.e.,M(Mb,w) = C(w),
whereMb,w is appropriately computed using the following
recursive algorithm.

Algorithm 9 ( Mb,w computation).
1. Let w = ε andMb,w = M0.

2. Wait until an evente is observed.
Let t be the transition such thatL(t) = e.

3. Set~y inf = ~0 ∈ Nnε

While there exists api such that
Mb,w(pi) < Pre(pi, t) do
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Fig. 2. (a) The Petri net system considered in Example 6. (b) The NFA representing its reachability graph. (c) The DFA associated to the NFA.

Look for the (unique) silent transitiontε,i

that inputs inpi

Let % =
⌈

Pre(pi, t)−Mb,w(pi)
Post(pi, tε,i)

⌉

Update~y inf = ~y inf + %~eε,i

where~eε,i is the normal basis
i− th element ofNnε .

endwhile
Let Mb,we = Mb,w + Cε ~y inf + C(·, t) and

w = we.
4. Goto 2. ¥

Note that the main idea behind the proposed alge-
braic characterization originates from the consideration that,
given the above assumptions (A4) and (A5), we can always
describe the set of markings that are consistent with an
observed wordw as the set of markings that can be
reached from abasis markingMb,w, depending onw, by
simply firing silent transitions. Using Algorithm 9 the basis
markingMb,w is computed as the marking that is reached
from the initial one by firing all the observed deterministic
transitions and all those silent transitions whose firing is
strictly necessary to enable the observed sequence. Thus,
when no transition firing is observed, we takeMb,ε = M0.

As formally proved in the following, the existence and
unicity of the basis markingMb,w follows from Theorem 3.
In fact, being theTε−induced subnet acyclic, if we con-
sider Σ = Σ(N, Mb,v, P re(·, t)), whereMb,v is the basis
marking before the last observed transitiont, Σ represents
the set of firing vectors that correspond to sequences of
silent transitions that lead fromMb,v to a marking greater
or equal thanPre(·, t), i.e., to a marking that enablest. By
Theorem 3 we know for sure that the infimal element~y inf

of Σ exists and is unique. Therefore we update the basis
marking taking into account that, before the firing oft, a
certain number of silent transitions, to whom it corresponds
the firing vector~y inf , have fired to enablet.

We finally remark that the above Algorithm 9 stops after
a finite number of steps that is at most equal to the number
m of places.

Example 10. Let us consider again the Petri net system in
Figure 2.a. By definition the basis marking when no event
is observed isMb,ε = M0.

Let us first assume that the eventa is observed, i.e.,
transitiont4 has fired. The infimal vector~y inf is null, and
according to Algorithm 9, the basis marking is updated to
Mb,a = Mb,ε + C(·, t2) = [0 2 0 0]T .

Now, assume that the eventb is observed, i.e., transition
t5 has fired. In this case~y inf = [1 0 0]T because we know
for sure that the silent transitiont1 has fired at least once
to enablet5, and the basis marking is updated toMb,ab =
Mb,a + Cε · ~y inf + C(·, t5) = [0 1 0 1]T . ¥

Now, let us prove an important property of acyclic Petri
nets that will be useful in the following.

Lemma 11. Let us consider anacyclic Petri net system
〈N,M0〉. Assume that two firing sequencesσ′ and σ′′ are
enabled atM0 and assume thatσ′′ is still enabled after
the firing of σ′. Then M0[σ′σ′′〉M̄ and M0[σ′′〉M ′′ =⇒
(∃σ′eq : ~σ′eq = ~σ′) M ′′[σ′eq〉M̄ .

Proof: The first assumptionM0[σ′σ′′〉M̄ implies that
M̄ = M0 + C · ~σ′ + C · ~σ′′ ≥ ~0, with ~σ′, ~σ′′ ≥ ~0, while the
second assumptionM0[σ′′〉M ′′ implies thatM ′′ = M0 +
C · ~σ′′. Thus,M ′′ + C · ~σ′ = M̄ ≥ 0.

By Theorem 1, item (i), the above equation implies that
there exists a firing sequenceσ′eq with ~σ′ = ~σ′eq such that
M ′′[σ′eq〉M̄ , thus proving the statement.

The above lemma ensures that ifσ′′ is enabled after the
firing of σ′, a sequenceσ′eq that is equivalentto σ′ — in
the sense that it is just a permutation ofσ′ — is enabled
after the firing ofσ′′.

Theorem 12. Let us consider a Petri net system〈N, M0〉
and letL : T → E ∪ {ε} be its labeling function. Assume
that assumptions (A4) and (A5) are satisfied. Then, for all
wordsw ∈ (T \Tε)∗ the equalityC(w) = M(Mb,w) holds,
whereMb,w is computed using Algorithm 9.

Proof: We prove this by induction on the length of the
observed word.



(Basis Step.)If w = ε thenMb,w = M0 and

M(Mb,ε) = M(M0)
= {M ∈ Nm | M = M0 + Cε ~y, ~y ∈ Nnε}
⊇ {M ∈ Nm | M0[σε〉M, σε ∈ T ∗

ε }
= C(ε).

If Nε is acyclic we can replace⊇ by = according to
Theorem 1, item (ii).

(Inductive Step.)Assume thatC(v) = M(Mb,v) for a
generic wordv ∈ E∗.

We prove thatC(ve) = M(Mb,ve) with e ∈ E.
We first observe that, ift = L−1(e) then

C(ve) = {M ′′ ∈ Nm | M ∈ C(v), M ≥ Pre(·, t),
M [t〉M ′[σ′ε〉M ′′, σ′ε ∈ T ∗

ε }
= {M ′′ ∈ Nm | M ∈M(Mb,v), M ≥ Pre(·, t),

M [t〉M ′[σ′ε〉M ′′, σ′ε ∈ T ∗
ε }

= {M ′′ ∈ Nm | M = Mb,v + Cε ~y, ~y ∈ Nε,
M ≥ Pre(·, t), M [t〉M ′[σ′ε〉M ′′,
σ′ε ∈ T ∗

ε }
⊇ {M ′′ ∈ Nm | Mb,v[σε〉M [t〉M ′[σ′ε〉M ′′,

σε, σ
′
ε ∈ T ∗

ε }.

If Nε is acyclic we can replace⊇ by = according to
Theorem 1, item (ii).

Now, let us notice that when a new transitiont is
observed, using Algorithm 9, we first update the basis
marking Mb,v to M ′

b,v = Mb,v + Cε ~y inf where ~y inf

is the infimal vector ofΣ(N, Mb,v, P re(·, t)). Moreover,
being by assumption theTε−induced net BCF, by virtue of
Theorem 3,~y inf is unique for allt ∈ T \ Tε and for all
Mb,v ∈ Nm. Thus by definitionM ′

b,v is the marking that can
be obtained fromMb,v by simply firing those transitions that
are strictly necessary to enablet. Clearly, if Mb,v already
enablest, then~y inf = ~0.

Furthermore, beingNε acyclic,

M = M ′
b,v + Cε ~y ≥ Pre(·, t)

implies that

∃ σε ∈ T ∗
ε : ~σε = ~y and M ′

b,v[σε〉M [t〉M ′.

Now, we first prove thatC(ve) ⊆ M(Mb,ve). In fact,
given any firing sequenceσ inf

ε to whom it corresponds a
firing vector equal to~y inf , i.e., ~σ inf

ε = ~y inf , it holds

M ′′ ∈ C(ve)
⇔ Mb,v[σ inf

ε 〉M ′
b,v[σε〉M [t〉M ′[σ′ε〉M ′′

⇒ by lemma 11, (∃σε,eq with ~σε,eq = ~σε)
Mb,v[σ inf

ε 〉M ′
b,v[t〉Mb,ve[σε,eq〉M ′[σ′ε〉M ′′

⇒ Mb,ve[σε,eq〉M ′[σ′ε〉M ′′

⇔ Mb,ve[σ′′ε 〉M ′′, σ′′ε = σε,eq σ′ε
⇔ M ′′ = Mb,ve + Cε ~σ′′ε
⇔ M ′′ ∈M(Mb,ve).

We finally prove thatM(Mb,ve) ⊆ C(ve). In fact,

M ′′ ∈M(Mb,ve) ⇔ M ′′ = Mb,ve + Cε~y
′

⇔ (by assumption (A4))
∃σ′ε ∈ T ∗ε : Mb,ve[σ′ε〉M ′′

⇔ Mb,v[σ inf
ε 〉M ′

b,v[t〉Mb,ve[σ′ε〉M ′′,
Mb,v ∈ C(v)

whereσ inf
ε is any firing sequence such that~σ inf

ε = ~y inf .
Therefore by definitionM ′′ ∈ C(ve), thus proving the
statement.

Example 13. Let us consider again the Petri net system
in Figure 2.a. In the previous Example 10 we computed
that Mb,a = [0 2 0 0]T . This means thatM(Mb,a) =
{M ∈ Nm | M = Mb,a + Cε ~y, ~y ∈ N3} is the set of
consistent markings. The above set can be also be rewritten
asM(Mb,a) = {M ∈ Nm |M = [y2 2−y1+y2 y1 −y2−
y3]T , [y1 y2 y3]T ∈ N3}, thusy1 ∈ {0, 1, 2}, y2 = y3 = 0,
andM(Mb,a) = {[0 2 0 0]T , [0 1 1]T , [0 0 2 0]T } that
coincides with the set of consistent markings computed via
the DFA in Figure 2.c. The same reasoning can be repeated
for any other word of events. ¥

VII. C ONCLUSIONS AND FUTURE WORK

The main contribution of this paper is that of providing a
marking estimation procedure for nondeterministic labeled
Petri nets, where the nondeterminism is due to the presence
of transitions labeled with the empty stingε. Under some
technical assumptions on the structure of theTε−induced
net, we formally proved that the set of markings consistent
with an observed word can be described by a constraint set
of linear inequalities that has a fixed structure that does not
change as the length of the observed sequence increases.

We plan to extend our results in several ways. Firstly, we
plan to modify the structure of the constraint set to also take
into account the case that the initial marking is not known.
Then we want to extend this approach taking simultaneously
into account the case in which the nondeterminism is due to
silent transitions and the case of nondeterministic transitions
that share the same label.
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